
i 

Proceedings of the 39th 
International Symposium on 
Automation and Robotics in 

Construction 
Bogotá, Colombia, July 13-15, 2022 

 

 

 

  



ii 

 

  

Proceedings of the 39th 

International Symposium on 

Automation and Robotics in 

Construction 

ISSN (for the proceedings series): 2413-5844 

ISBN (for this issue of the proceeding series): 978-952-69524-2-0 

The proceeding series is Scopus indexed. 

 

 

 

 

 

 

 

 

 

 

Copyrights reserved. 

© 2022 International Association on Automation and Robotics in Construction 

This work including all its parts is protected by copyright. Any use outside the narrow 

limits of copyright law without the consent of the individual authors is inadmissible and 

punishable. This applies in particular to reproductions, translations, microfilming and 

saving and processing in electronic systems. 

The reproduction of common names, trade names, trade names etc. in this work does 

not justify the assumption that such names are to be regarded as free within the 

meaning of the trademark and trademark protection legislation and can therefore be 

used by everyone, even without special identification. 

Cover design: Borja García de Soto, Samuel Prieto, Xinghui Xu, Semih Sonkor; Image: 

Robotic system for the autonomous collection of laser scans in construction sites 

developed by the S.M.A.R.T. Construction Research Group at NYUAD 



iii 

 

Editorial Board 
 

 

Editors in Chief 

 

Linner, Thomas | García de Soto, Borja | Hu, Rongbo | Brilakis, Ioannis 

 

 

Editors (Area Chairs) 

 

Bock, Thomas & Pan, Wen 

Carbonari, Alessandro 

Castro, Daniel & Mesa, Harrison 

Feng, Chen 

Fischer, Martin & Brosque, Cynthia 

Gonzalez, Vicente 

Hall, Daniel & Ng, Ming Shan  

Kamat, Vineet & Liang, Ci-Jyun  

Lafhaj, Zoubeir 

Pan, Wei & Pan, Mi  

Zhu, Zhenhua 

  



iv 

 

Local Organizing Committee 
 

 

 

 

Guevara Maldonado, José Alberto (Committee Head) 

Castro Lacouture, Daniel  

García Rodríguez, Salvador 

Mesa Hernández, Harrison 

Kwon Cho, Yong 

 

 

Sponsor:  

Autodesk 

 
  

MCad 

 
  

Construsoft 

 
  

Cámara Colombiana de la 
Construcción (CAMACOL) 

 
 

 

  



v 

 

Foreword 

 

 

The International Association for Automation and Robotics in Construction (IAARC) and 
the 39th ISARC organizing committee are pleased to present the Proceedings of the 39th 
International Symposium on Automation and Robotics in Construction held, in a hybrid 
mode, on July 13-15, 2022, at Universidad de los Andes, Bogotá, Colombia. The 39th 
ISARC was proudly hosted by the Department of Civil and Environmental Engineering at 
Universidad de los Andes. The 2022 ISARC has been the first-ever ISARC in Latin 
America and it was organized in collaboration with Pontificia Universidad Católica de Chile 
and Tecnológico de Monterrey. It also received the support of the Purdue Polytechnic 
Institute and Georgia Institute of Technology. A total of 89 papers from 291 authors/co-
authors representing 111 universities, labs, and companies in 26 countries were selected 
after a rigorous peer-review process that was possible thanks to the great support from 
the Area Chairs. 

In the last 4-5 years, the growing need and interest in construction robotics have become 
highly evident worldwide. Start-ups, spin-offs, and investors have introduced more than 
200 robot systems into the market. This is backed up by an enormous number of activities 
and projects carried out in the academic area pushing the boundaries of what is 
technologically possible. 

Competency in digital construction, automation and robotics has become a key element 
for all stakeholders in the construction sector, and many universities worldwide have 
launched dedicated interdisciplinary programs. Governments and major funding programs 
such as Horizon Europe massively request and fund the development of robotic solutions 
for construction, such as drones, mobile robots, 3D-printing solutions, cable-driven robots, 
and exoskeletons. Regulators and standardization organizations started to develop the 
first certification and standardization schemes for construction robots, and large software 
companies attempt to simulate and program robotic construction processes efficiently 
based on digital building and construction data. 

ISARC continues to be the premier global conference in the domain of automation and 
robotics in construction. To prepare ISARC for the future, further attempts were made this 
year to restructure IAARC’s framework, and the topic of “Applications in Developing 
Countries” was added as a new submission domain. The technical areas summarize the 
paper topic areas of interest, representing all the research themes relevant to 
ISARC/IAARC. This is an important mechanism for the technical committee to consolidate 
the knowledge accumulated from each year’s conference while allowing for the smooth 
incorporation of new research topics and trends in the community 

We hope you find the papers interesting and inspirational. Enjoy the readings! 

 

Thomas Linner 
Borja García de Soto 
Rongbo Hu 
Ioannis Brilakis 
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Abstract –  
The debates around the Urban Heat Island 
phenomenon (UHI) have gained momentum in the 
context of smart cities and sustainable development. 
It is crucial to understand the complex interaction 
between urban features and temperature variation in 
the city based on reliable and detailed data. Yet, the 
complex interaction between the UHI of the canopy 
layer, paved surfaces and urban geometries (e.g., 
buildings, vegetation, and urban elements) has not 
been intensively explored to accurately capture their 
interplay. This is mainly caused by the palpable 
absence of comprehensive data that can support this 
type of correlational analysis. This paper proposes a 
comprehensive data acquisition framework to guide 
the collection of the requited data for the development 
of a data-driven UHI assessment model, with a 
specific focus on the contributions of paved roads to 
UHI.  
The framework was tested with a case study in 
Apeldoorn, the Netherlands, during a period of six 
months. The data collected, highlights the useability 
of the proposed framework for collecting high-
resolution urban data required to assist local 
governments and urban planners to make informed 
decisions. To the best of authors’ knowledge, this is 
the first time the interplay between urban feature, 
surface and air temperatures has been measured via 
mobile transects. 

Keywords 
Data-driven methods; data collection; smart and 

sustainable cities; mobile sensing systems; urban heat 
island 

1 Introduction 
The extreme weather conditions caused by climate 

change are reshaping the world. There were 38 heat 
waves in Europe in the last century, 17 of them in the last 
decade. Only the heat wave of 2003 caused 70,000 excess 
deaths over 4 months in Central and Western Europe [1]. 

In urban areas, the negative effects of climate change are 
greater. This is because changes in the natural 
environment, render urban areas more prone to store 
solar radiation [2]. 75% of the world’s population is 
living in fast growing urban areas, and this number is 
projected to continue to increase in the years to come [3]. 
While global efforts are focused on climate adaptation 
and smart, sustainable urban development, climate 
policies and actions are often based on subjective 
knowledge due to the absence of sound and 
comprehensive data [4]. 

UHI phenomenon is defined as the temperature 
difference between the suburbs and the inner city. To 
measure the UHI effects, two main approaches have been 
widely adopted: (1) air temperatures, which refers to the 
UHI of the canopy layer (CUHI), and (2) the surface UHI 
(SUHI), which refers to the thermal emissivity of land 
surfaces [5]. CUHIs are usually studied by measuring air 
temperatures, typically at about 2 m above the ground via 
fixed or mobile weather stations. SUHI, on the other hand, 
are monitored via remote sensing data. Although 
techniques to measure and explain both CUHI and SUHI 
have been successful in explaining these phenomena, 
they possess a few limitations. First, commonly fixed 
weather stations are used to continuously measure air 
temperatures. While weather stations collect the data 
with a high frequency, the ability of the data coming from 
limited fixed locations to represent the temperature 
variability in the city (from the city center to the outskirts) 
is questionable. Moreover, weather stations are often 
located in open areas to avoid interference from shading 
or urban factors [6]. As such, they do not capture the 
effects of drivers that intensify the UHI phenomena. 
Remote sensing technologies, on the other hand, do 
provide sufficient data resolution to characterize inner 
urban centers and rural surroundings. However, they do 
not account for temperature differential above the ground. 

To overcome these limitations, researchers 
worldwide have modeled the spatial variability of urban 
temperatures by applying sensing technologies and 
spatial and numerical models that integrate data from 
multiple sources [7]. In addition, the technological 
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advances of recent years have made it possible to deploy 
mobile weather stations to map the temperature variation 
in the city at a higher resolution. The emphasis, however, 
has been placed on the relationship between urban 
geometries (e.g., Sky View Factor (SVF), height to width 
ratio (H/W)) and air temperature [8, 9]. Other studies 
have looked at the relationship between geographic 
characteristics, such as proximity to the coast, rivers, and 
land cover [10, 11]. Nevertheless, the relationship 
between paved roads and temperature variation in the city 
has not received much attention. This is a major oversight 
because paved surface has been commonly identified as 
one of the main drivers of UHI. 

Between 2016 and 2021, a considerable amount of 
literature was published on the different field campaigns 
for the collection temperature data via mobile 
measurements [6, 8, 12-16]. While the majority targeted 
CUHI temperatures, a few studies focused on air 
temperatures and thermal comfort, the relation between 
air temperatures and evapotranspiration, and the 
interaction between air and surface temperatures. 

However, the complex interaction between CUHI, 
paved surfaces and urban geometries (e.g., buildings, 
vegetation, and urban elements) has not been intensively 
explored to accurately capture their interplay. This is 
mainly caused by the palpable absence of comprehensive 
data that can support this type of correlational analysis. 
Therefore, a more comprehensive approach towards data 
collection is required to enable the collection of the data 
needed to build a more comprehensive temperature 
profile of urban areas. 

Given the above limitation, this paper aims to develop 
a comprehensive data collection and processing 
framework to guide the collection, pre-processing and 
visualization of the data requited for the development of 
a data-driven UHI assessment model, with a specific 
focus on the contributions of paved roads to UHI.  

The remainder of the paper is structured as follows. 
First, the proposed framework is presented. This is 
followed by a brief explanation of a case study that 
demonstrates the applicability of the framework. The 
paper ends with conclusions and future work.  

2 The framework 
To address the research gap presented in Section 1, a 

comprehensive data collection and processing 
framework is developed. It encompasses three main steps 
(Figure 1). The first stage involves the development of a 
bicycle-based mobile urban data collection station. That 
is then followed by a data collection campaign. In the last 
stage, the collected data is pre-processed and visualized. 

 
Figure 1: Schematic representation of the 
proposed framework  

2.1 Development of data collection station 
The development of the data collection station starts 

with the analysis of the required data, followed by the 
analysis of the type of sensor that can meet the data needs, 
and ends with the assembling of the mobile station.  

2.1.1 Data required 

The dark materials used to replace natural 
landscaping in cities store solar radiation during the day 
and release it when temperatures begin to drop at night. 
This intrinsic property of the materials used in the built 
environment is largely responsible for the UHI 
phenomenon. That has prompted researcher worldwide 
to devote their efforts to understand the behavior of these 
materials under different environmental conditions. As 
highlighted in Section 1, there is an urgent need to expand 
the body of knowledge on UHI-material interplay based 
on data that capture as much of the urban environment as 
possible. 

As shown in Figure 2, the urban fabric (i.e., the urban 
materials) can be categorized in three main groups: 
building materials, roads (paved or unpaved), and 
vegetation. Regarding the temperature of buildings, the 
facade materials are the main concern. Hence, capturing 
the energy interaction between the building façade and 
the adjacent urban elements is a key task in the data 
collection campaign. For instance, the temperature of a 
building façade next to a green area can be greater or 
lower than the temperature of a façade in the business 
district where paved roads are predominant. As such, a 
thermal camera capable of screening temperatures at a 
larger distance is best suited for this task. Likewise, there 
are different types of paved roads, i.e., in terms of  
function and material type. Hence, a granular 
measurement of the surface temperature is required.   

Finally, the air temperatures at the canopy layer must 
be taken into account. Air temperature readings should 
be recorded at the same location that the façade and road 
surface measurements are taken. This is crucial because 
the variation of air temperature in relation to the variation 
of urban geometries and their temperatures can signal the 
contributions of paved roads to UHI. 

 

 
Start Develop the data 

collection station Data collection regime

Data pre-processing 
and visualization End
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Figure 2: Schematic representation of data 
required for comprehensive UHI studies 

2.1.2 The sensors 

A bicycle-based mobile urban data-gathering station 
is used to roam around the city and collect geo-referenced 
and time-stamped temperature data at the level of road 
surfaces and  above the ground level. As shown  in Figure 
3, the sensor kit includes a processing centre, a GPS rover, 
a mobile weather station, and an infrared camera.  

 

 

Figure 3: Schematic representation of the 
bicycle-based mobile urban data-gathering 
station 

To record accurate locations, a GPS antenna is used. 
A dedicated GPS antenna is chosen instead of a 
smartphone because the latter do not provide the accurate 
and frequent enough data needed for the high-resolution 
data collection campaigns.  

A Thermal imaging temperature sensor is used to read 
thermal images of the surrounding building façades. 
Thermal imaging cameras are widely used for building 
inspections, body temperature screening, etc. They are 
suited to read measurements at a distance without 
compromising the capabilities of capturing temperature 

variations with high accuracy. Figure 4 presents a sample 
of an image taken from the thermal imaging sensor. Each 
frame contains temperatures for every pixel in the image. 
In this research, the average temperature along the 
horizontal line (as shown in Figure 4) of the middle of the 
frame was stored. This is because the middle of the image 
has a higher chance of providing unobstructed view of 
the façade (no leaves or cars).  

 

 
Figure 4: Sample image from the thermal 
camera  

To capture the surface temperature, an infrared 
sensor is best suited. As shown in Figure 3, an InfraRed 
Thermometer (D), coupled with an environmental sensor, 
is placed 1.5 m above ground to read air temperature, 
relative humidity, and wet bulb. 

All the sensors are connected to a dedicated 
processing centre. This processing centre runs a 
windows-based application developed to record, 
synchronize, and store the readings from the sensors in 
real-time. The data is stored in a comma-separated values 
(CSV) file format as follows: Row ID, GPS time, Latitude, 
Longitude, Altitude, Thermal camera readings, Canopy 
air temperature, Wet bulb, Relative Humidity, Surface 
temperature, and time. In addition, for each row of 
recorded data, a digital image, similar to Figure 4, is 
stored in a JPG format. The architecture of the processing 
centre is shown in Figure 5. 

2.2  Data collection campaign 
Since the objective of the field campaign is to reveal the 
interplay between urban morphologies and the UHI, the 
time of day when field campaigns are conducted is 
critical. In a nutshell, the proposed campaign seeks to 
capture the variation of temperatures during the day and 

Processing 
centre

Data from the 
GPS

Data from the IR 
thermologger

Data from the 
Thermo camera

 

Figure 5: Illustration of the data storage process 
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across the targeted city as much as possible. Therefore, it 
is recommended to create three different temperature 
profiles per day (i.e. morning, afternoon, and evening 
UHI profiles). The reason for this lies in the process by 
which solar energy is absorbed and released by the urban 
fabric, which follows the solar pattern of dawn and dusk. 
A morning shift (a few hours after sunrise) is required to 
capture the temperatures of the urban fabric before solar 
radiation is absorbed. Another shift must be carried out 
during the hours in the day when the intensity of the 
sunlight is highest. Finally, another shift during the 
sunset is required.  

As for the speed of the cycling, given that data are 
stored every second, a constant cycling speed of 8 km/h 
is recommended to collect data with a spatial resolution 
of 2 m. 

2.3 Data pre-processing and visualization 
The goal of this steps is to organize the collected 

datasets in such a way that they can later be used for data-
driven modeling. As illustrated in Figure 6, data pre-
processing and visualization involves five main steps. 
First, all collected field measurements must be assembled 
and arranged in a data frame.  

 

Start

Gather dataset

Geolocate each data point

Determine corresponding 
urban geometry of each data 

point

End

GIS datasets

 

Collected datasets

Generate heatmaps and 
timeseries

DB for analysis

 
Figure 6: Flow chart of data processing and 
visualization 

Since each measurement point is stored with a 
corresponding latitude and longitude, it can be 
geolocated using a GIS software, from where the routes 
can be examined and compared spatially. Once the data 

points are georeferenced, it is possible to map each 
measurement with its corresponding geometry. This is a 
two-step process. First, the measurements corresponding 
to the surface temperature are assigned to its 
corresponding road. In the second step, the readings from 
the thermal camera are assigned to each corresponding 
façade. The proposed method is illustrated in Figure 7. In 
this method, a line perpendicular to the movement 
direction of the bike is drawn at each point. If the point 
intersects with the footprint of the building, the reading 
is considered to be of the façade. For each façade, the 
final temperature is taken as the average of all the 
readings associated with that façade.  

 

 

Figure 7: Example of the temperature readings 
for a given façade 

Next, the geolocated datasets for each day and 
temperature profile (i.e., morning, afternoon, and 
evening) are consolidated into a single data frame where 
each road has the following attributes: Road ID, 
Temperature profile, Surface temperature,  Canopy air 
temperature, Façade temperature, Wet bulb, Relative 
Humidity.  

3 Case study 
To evaluate the applicability of the proposed 

framework, a case study was conducted in the city of 
Apeldoorn, the Netherlands. Apeldoorn (52.2112° N, 
5.9699° E) is a medium-sized city, located in the middle 
of the countryside and the De Hoge Veluwe nature 
reserve. The average elevation of the city is 39 m above 
sea level, and it has a moderate oceanic climate.  It is the 
11th largest municipality in the Netherlands, with 
165,525 inhabitants (2021), which make it a good 
example of a midsize city in the Netherlands. However, 
due to its geographic location, it presents a unique 
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combination of vegetation and built environment, which 
offers the basis for an interesting analysis of the UHI. In 
terms of infrastructure, the heights of buildings are 
between 10 and 15 meters, and the city center is densely 
built up. The construction materials of the building 
facades are homogeneous, varying from dark to light 
traditional Dutch bricks. 

Given the importance of having a comprehensive 
sample of urban features, an 8 km-long urban circuit was 
selected to sample the urban area from the center of the 
city, passing through commercial, recreational, and 
residential areas (Figure 8). 

 

 
Figure 8: 8 km-long urban circuit selected for 
the case study 

3.1 The prototype 
A bicycle was equipped as described in section 2.1.3 

and shown in Figure 9. It features (1) an ANN-MS high 
performance active GPS antenna, (2) a thermologger 
(Extech HD500) equipped with air temperature, relative 
humidity and wet bulb sensors, (3) an infrared 
thermometer with an accuracy of 30:1 distance to target 
ratio, and (4) a thermal camera (FLIR A45 FOV 69). As 
for the processing center, a windows tablet was installed 
to facilitate on-the-fly access to the data being recorded. 
Table 2 summarizes the installed equipment. 

3.2 Preliminary results 
Field campaigns were conducted between 25th of 

March and 30th of August, 2021, two times per week. For 
each time the field measurements were undertaken, it 
started and ended at the same point to make the 
measurements as consistent as possible. Under heavy 
weather conditions the field campaigns were not 
conducted.  

 

 
Figure 9: Developed mobile data collection unit 

 
Table 2: Summary of measurement equipment installed 

on the bicycle 
Sensor Reference 

in Fig. 3 Function Model Measured 
parameter 

 
GPS 

A Localization  
ANN-MS, 

GPS 
antenna 

Longitude 
and Latitude  

 
Thermologger  

B 

Surface 
temperature 
monitoring 
and weather 

station 

 
Extech 
HD500  

 

Surface  
Air 

Temperature, 
Relative 

Humidity, 
Wet Bulb 

 
IR Camera 

C 
Façade 

temperature 
monitoring  

FLIR A45 
FOV 69 

Urban 
morphology 
temperatures 

 
Processing 

Centre  

D Data 
Processing  

Microsoft 
surface 
pro-2 

N/A 

 

 
The processing of the data started with the detection 

of outliers to identify measurements that deviated 
substantially from others. This was done by the 
interquartile range (IQR) method per street. After 
removing the outliers, the dataset was assembled, as 
described in section 2.3. As specified in section 2.2, three 
temperature profiles were collected.  Figure 10 presents 
the summary of the temperatures for the complete dataset 
in the three profiles measured by the mobile station. The 
mean morning air temperature was 14.8 °C, while the 
surface temperature reading was 2.8 degrees lower 
(12.0 °C). The average temperature reading from the 
thermal camera in the morning was 13.8 °C with a 
maximum temperature reading of 29.3 °C, while the 
maximum morning surface temperature and air 
temperature were 26.6 °C and 27.2 °C, respectively. In 
the afternoon the maximum temperatures oscillated 
between 29.2°C and 30.6 °C. In turn, in the evening the 

Thermal camera 

Thermologger 

Processing centre 
Display 
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(a)                                                        (b)                                                        (c) 

Figure 10: Distribution of the temperature measurements recorded during the field campaigns: a) air 
temperature; b) surface temperature; and c) façade temperature.  

maximum air temperature and surface temperature 
were 30.6°C and 30.1 °C, respectively. The thermal 
camera readings were approximately one degree lower 
( 29.2 °C). Figures 11 compares the three different 
temperature profiles recorded by the mobile station 
during the six months of data campaign with the air 
temperature recorded by an on-site weather station 
located on the surroundings of the city. The air 
measurements remain constant, while the surface 
measurements are low in the morning, increased in the 
afternoon and remain high in the evening. Further, the 
surface temperatures were highest in the afternoon and 
decreased during the evening. While this paper concerns 
mainly with a detailed explanation of the framework for 
a comprehensive mobile data acquisition regime, the 
preliminary analysis of the data indicates a pattern of 
increasing temperatures in the inner city throughout the 
day. In particular, the surface temperature, which starts 
with a relatively low temperature in the morning, almost 
doubles by noon, and stays high until sunset. It is this 
thermal energy that is released during the night and thus 
increasing the temperatures in the city. 

4 Discussion and future work 
The results of this study highlight the variation of  

temperatures during the day across the city. The 
granularity of the data collected by the mobile station 
allows to perform different type of analysis at different 
scales (i.e., city, urban canyon, street, material level).  For 
example, Figure 12a presents an example of an urban 
canyon and Figure 12b illustrates the data collected for 
that part of the city. Figure 12c shows an example of a 
thermal image at this canyon. Figure 12d summarizes the 
temperature variation for that urban canyon on the 
morning of Jun 14th. This level of detail in the data makes 
it possible to evaluate the different characteristics of the 
urban materials in conjunction with the different 
geometric configurations of the city at a very detailed 

level. Moreover, as shown in Figure 13, the specific 
behavior of the paved surfaces themselves can be studied. 
In the specific example of Figure 13, the surface 
temperature went from 13 °C in the morning to 48.5 °C 
in the afternoon, finding a more or less constant 
temperature in the evening at 31 °C. This is a difference 
of 18 °C between the morning and evening UHI 
temperature profiles at that given location. Figure 13 also 
shows the behavior of different road materials; brick 
shows a lower temperature in the afternoon profile than 
asphalt concrete. 

 With these data at hand, different analyses can be 
performed, at different scales, and at different times of 
day (e.g., cooling/warming effects of different types of 
materials at different locations over different time 
periods), as well as different urban elements (e.g., 
vegetation, buildings, cold sinks, roads) on the UHI. 
Furthermore, the intricate interplay between these 
decision variables and how the combination of these 
urban elements could result in optimum context specific 
design for the built environment. In addition, the authors 
see great potential for this data collection regime because, 
once the bicycle is up and running, data collection and 
analysis do not require a large capital investment. 
Moreover, since the configuration of the bicycle is quite 
straightforward, it can be envisaged that larger 
municipalities could implement this green solution of 
city bikes. A similar initiative has already been launched 
in the province of Utrecht with a less sensorized bike that 
aims to map air quality [17].  

Future studies based on the data collected will involve 
the development of a data-driven approach to study the 
contribution of paved surfaces to temperature variation in 
the city. To this end, the authors are already busy 
analyzing the data collected for the city of Apeldoorn to 
investigate the impact of pavement material and road 
design on UHI. Finally, other data collection campaigns 
will be carried out in other urban areas with different 
climatic locations. 
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Figure 11: Plots of the three different air temperature profiles obtained with the bicycle-based mobile urban 
data-gathering station 

 

 
 

Figure 13: Example of surface temperature measurement taken on the 14th of June 2021. The temperature 
variation ranges from 13 °C in the morning to 48.5 °C in the afternoon across the different road materials. 

5 Conclusions 
The aim of this research work was to present a 

framework for a comprehensive mobile data acquisition 

regime to assist the understanding of the UHI with 
particular interest in paved surfaces. The framework was 
tested in a case study in Apeldoorn, the Netherlands, 
during a period of six months. It is shown that the 
proposed mobile surveying unit provides high-resolution 
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urban data.  Further, the case study demonstrated that the 
mobile unit enables the acquisition of the data required to 
build a more comprehensive temperature profile of a 
given urban area. This level of detail in the data makes it 
possible to evaluate the different characteristics of urban 
materials along with the different geometric 
configurations of the city at a different levels of detail. 

The granularity of the data collected by the mobile 
unit enables the quantitative analysis of the interaction 
between the UHI, paved surfaces and urban geometries. 
These quantitative measurements can be useful tools to 
assist local governments and urban planners to make 
informed decisions. Moreover, the framework presented 
in this research offers a clear pathway to feed mobile 
transect data streams into the UHI discussion with 
emphasis in urban road infrastructure. This could allow 
accurate correlations, develop regression models, 
identify key features by location, and ultimately the 
development of a data-driven models for comprehensive 
assessment of Urban Heat Island phenomenon. 
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Abstract – 
The construction sector has suffered from low 

productivity and considerable waste due to the 
fragmentation of its value chain and inefficient design 
and material usage processes. The circular economy 
(CE) principles have gained significant attention 
among researchers and practitioners to help 
overcome these challenges. Construction materials 
such as timber and steel elements will lend themselves 
more easily to reuse and recycle for new construction 
to reduce carbon emissions. The BIM-based LCA 
method could be explored and expanded to evaluate 
design options for circular construction to advance 
the knowledge about implementing circular economy 
principles in construction projects. However, this is 
relatively new and requires proof of concepts to 
demonstrate precisely how BIM-based LCA could be 
implemented to help stakeholders decide on optimal 
design options and material choices. To address this 
need, this study proposes a BIM-based LCA process 
for comparing the carbon impact of two design model 
options considering different material choices, 
including the possibilities of using virgin materials 
and recycled and reused materials. Findings show 
that the timber structure was favored over the precast 
concrete structure because timber materials entailed 
less carbon emission; however, the precast concrete 
structure has great potential of being reused for 
future new construction projects. Findings also show 
that Module A (with timber and steel materials) has a 
slightly higher circularity (39%) than Module B (with 
concrete materials) with 37% circularity. 

Keywords – 
BIM; LCA; Circular economy; Design options; 

Secondary materials; Embodied carbon  

1 Introduction 
Construction projects and buildings typically use 

many concrete and steel materials with high embodied 
carbon values. According to the Intergovernmental Panel 
on Climate Change (IPCC, 2014), buildings are expected 
to account for 52% of worldwide energy-related carbon 
emissions by 2050. A solution to reducing embodied and 
total carbon emissions is using by-products and waste 
materials for producing building materials, as advocated 
by the Ellen McArthur Foundation (2021). Circular 
economy (CE) in the built environment was defined as 
the strategic programming of a building to quickly 
change its configuration for longevity and potentially be 
susceptible to the loop of reducing, reusing, and recycling 
for resource efficiency (Pomponi & Moncaster, 2017). 
Associated is the concept of circular construction, which 
was understood as an approach to achieving CE targets 
(slowing, closing, and narrowing the construction 
resource loops) considering the local or regional capacity 
to supply and transport (re-)used materials through 
prioritizing the extension of building service life and 
recycling, reusing, recovering materials when building 
functionalities are lost (Stahel, 2016; Chen et al., 2021). 
By adopting the circular economy principles in the built 
environment, the resources can be used more efficiently, 
and therefore material waste and carbon impacts in 
construction projects could be reduced. Projects guided 
by CE principles can potentially alter traditional building 
design processes. For example, many researchers 
investigated design with reused materials (Brütting et al., 
2019), design with recycled materials (Borg et al., 2021), 
and design for disassembly (Sanchez et al., 2020) 
methods to ensure optimal design options could be 
generated to minimize carbon emissions and reduce the 
exploitation of raw virgin materials.  

Building information modeling (BIM) and lifecycle 
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assessment (LCA) methods have been widely studied and 
accepted as “business-as-usual” in current design 
practices (Hollberg et al., 2020). The potential of 
integrating BIM and LCA is sufficient information about 
building geometry and functionality for building 
sustainability assessment purposes (e.g., to achieve a 
high rating in sustainable building certification systems 
such as BREEAM or LEED). For assessing the 
environmental impact of building design options, LCA 
covers the entire life cycle of buildings from raw 
materials extraction and processing, manufacturing of 
building components and transportation to use and end-
of-life (Safari & AzariJafari, 2021). Researchers have 
developed various tools, plug-in functions and software 
to enable BIM-based LCA by linking the quantity take-
off and standard material libraries from a BIM authoring 
software with the local LCA database to measure the 
environmental impact during different phases of the 
project life cycle (Röck et al., 2018; Hollberg et al., 2020). 
With the development of CE principles, BIM-based LCA 
could be further explored to evaluate circular design 
options. However, the research in this direction is 
relatively new and requires proof of concepts to 
demonstrate exactly how BIM-based LCA is 
implemented to help stakeholders make decisions on 
optimal design options and material choices.  

This study proposes a BIM-based LCA process for 
comparing the carbon impact of two design model 
options considering different material choices, including 
the possibilities of using virgin materials and recycled 
and reused materials. Tekla Structures software and the 
One-Click LCA platform are used to implement the BIM-
based LCA process to perform the carbon emission 
calculations. The two design model options include 1) 
Model A: a timber building structure, and 2) Model B: a 
precast concrete building structure, both of which 
represent the prevalent building types in the view of 
sustainable construction. The BIM-based LCA process 
outputs the carbon emissions for different building life 
cycle stages when certain building materials are chosen 
for the building design and when they are again 
circulated in the next project life cycle. The focus is on 
understanding how the CE principles support the carbon 
reductions in buildings through optimal material 
considerations.  

The rest of this paper is structured as follows. Section 
2 provides a literature review on circular construction and 
material circularity as well as the BIM-based sustainable 
design. Section 3 describes the BIM-based LCA process 
for comparing the material circularity of two design 
model options. Section 4 illustrates the findings of the 
carbon emissions from the two design model options 
considering different materials choices. Section 5 
discusses the potential and limitations of this study, 
followed by conclusions and future work in Section 6. 

2 Literature review 

2.1 Circular construction and material 
circularity 

The construction sector is characterized as extremely 
resource-intensive due to the significant energy 
consumption, greenhouse gas emissions, and waste 
generation. The emissions in the construction industry 
can be reduced by increasing practices of reusing, 
recycling and recovering materials, in particular the CE 
model. By adopting the CE principle, the construction 
sector could play a strategic role in achieving Net Zero 
by 2050 (Pomponi & Moncaster, 2017). Stahel (2016) 
suggested that the CE should emphasize reducing 
product environmental impact, extending the useful life 
of the products used and employing sustainable resources, 
all of which are critical for developing climate change 
mitigation strategies. Circular construction models have 
been developed around utilizing the embedded economic 
and environmental value in products and materials as 
long as possible, such as substituting primary materials 
with secondary materials (Safari & AzariJafari, 2021). 
To overcome the resource depletion challenges, there has 
been a drastic shift towards a CE paradigm in the built 
environment to reduce the pressure on non-renewable 
resources (Chen et al., 2021). CE principles seek to 
maintain building components and resources at their 
highest intrinsic value for as long as possible. Building 
components are kept in a continuous loop of use, reuse, 
repair and then recycled, thereby reducing waste and 
preventing negative externalities of CO2 emissions.  

Various studies have shown the advantages of 
adaptive reuse of building materials and the possibility of 
using the existing built environment as a source of reused 
components (Brütting et al., 2019; Sanchez et al., 2020). 
Building components can be reused and circulated in 
three ways: 1) reusing the existing components on-site 
through improving them or extending them, 2) relocating 
the majority or even all of the existing components to a 
new location, and 3) individual components obtained 
from the destruction of a building being reused directly 
in another building (Nußholz et al., 2020). Stahel (2016) 
states that the prefabrication of components and their 
modularization could create building products designed 
for reuse. Strategies for re-entering construction and 
demolition waste into the production chain concentrate 
primarily on the recycling process, whereas studies 
focusing on reuse are less frequent. It has been a 
challenging task for construction practitioners to 
understand what and how building materials could be 
reused as well as how much carbon impact could be 
reduced through these new design and construction 
strategies such as design for future reuse or design with 
reused materials.  
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2.2 BIM-based sustainable design  
BIM has been widely adopted in current construction 

practices that facilitate the coordination of design and 
construction information. By adding a sustainability 
dimension, BIM-based sustainable design centered 
around design considering the LCA when using the 
material information and parametric building design 
information from BIM authoring software.  

The BIM-based LCA method is a well-established 
technique for sustainability studies in the built 
environment which could be extended to the CE-driven 
research (Pomponi & Moncaster, 2017). For example, 
Röck et al. (2018) and Hollberg et al. (2020) have 
designed BIM-LCA applications to support the design 
process of real buildings, which allowed the designers to 
track design decisions on the continuously evolving BIM 
model. However, studies in this direction have not 
supported circular concepts in building design processes.  

One way to promote CE is to design through material 
circularity assessment using BIM-based LCA to embed 
sustainable building regulations and environmental 
product declaration (EPD) in the BIM authoring software. 
However, the related research has been missing from the 
current body of knowledge on CE in the built 
environment. Considering the benefits of CE, as claimed 
by many scholars (e.g., Joensuu et al., 2021), there is a 
need to prove the concept of using BIM and LCA tools 
to realize new design processes guided by CE. This study 
investigates a case study of two design model options by 
using BIM and LCA to evaluate material circularity. The 
comparative results would help stakeholders understand 
material choices in optimal design to reduce carbon by 
maximizing the reusing and recycling of building 
materials. 

3 Methodology 
The study proposes a BIM-based LCA process to 

calculate carbon emissions for buildings with different 
design options and material choices. Tekla Structural 
Designer was used for developing the building model. 
The structural elements such as beams, columns, footings, 
etc., were designed in this software and applied the 
required materials and loads for the building. It was also 
used to calculate the bill of quantities of the materials 
required based on the building design. The One-Click 
LCA software was used for performing the life cycle 
assessment concerning carbon emissions for the building. 
One-Click LCA provides embedded algorithms for 
measuring building circularity. The detailed information 
on building circularity calculations is provided through 
the One-Click LCA online help center.  

Two elemental building models, Model A and Model 
B (Figure 1) were designed at LOD 300 using the same 
dimensions according to the British Standards (BS 1192, 

2018). Different materials were applied to the same 
geometrical components of the building. Model B used 
more concrete than Model A. The internal walls of Model 
B were applied with ready mix concrete, whereas Model 
A has timber wall panels. Also, precast concrete elements 
were used in Model B for slabs and external walls. The 
total area of the building is 324 m2 (18 m x 18 m). The 3-
story buildings have a total height of 9 m with a 3 m floor-
to-floor spacing. The two design model options were 
used to perform life cycle assessments to investigate the 
amount of carbon these buildings emit from 
manufacturing to demolition. The total material 
quantities and the material compositions with the design 
options for Model A and Model B are summarized in 
Table 1 and Table 2, respectively. It is noted that parts of 
the ready-mix concrete are used in different locations and 
for different purposes in Model A and B. For example, 
Model A uses ready-mix concrete for flooring, while 
Model B uses pre-casted holly-core concrete slabs. 
Another slight difference is that Model B uses ready-mix 
concrete for interior walls but instead, Model A uses 
timber walls. Despite the differences, the total usage 
quantities of ready-mix concrete are almost equal in 
Model A and Model B, as shown in Table 1. 

The electricity consumption for each building is set to 
25 kWh/m2, and the heating consumption to 68 kWh/m2. 
The water consumption and wastewater are set to 25 m3 
per annum. It is noted that these values are not chosen 
according to specific real-world cases but are considered 
for comparison purposes only based on the average 
consumption of the household in the UK. 

 
(a) (b) 

Figure 1. Structural models for Model A (a) and Model 
B (b) using Tekla Structural Designer 

The standard EN 15978:2011 is chosen in this study 
to specify the LCA framework in the built environment. 
It divides the life cycle of buildings and infrastructures 
into the product stage (A1-A3), construction stage (A4-
A5), use stage (B1–B7), end-of-life stage (C1–C4), and 
benefits or loads beyond the system boundary (D) 
(British Standards Institution, 2011). The product stage 
(A1-A3) is represented as materials that include the 
impacts caused due to the extraction of raw materials, 
transportation and emissions that are caused due to 
manufacturing. The construction stage is divided into 
transportation to site (A4) and installation process (A5). 
A4 covers the effects of transporting materials from the 
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production site to the construction site. A5 covers the 
impacts of energy and water consumption during the 
construction stage, material waste and other 
environmental implications. Use stage (B1-B7) includes 
the use phase (B1-B3), material replacement & 
refurbishment (B4-B5), energy use (B6) and water use 
(B7). B1-B3 covers the emissions from the use of 
materials. B4-B5 covers the replacements of entire 
construction elements bringing them back to their pre-
existing performance levels. B6 includes the usage of 
both electricity and district heating. B7 includes the 
environmental consequences of water throughout the life 
cycle, including manufacturing, transportation, and 
wastewater treatment. End-of-life (C1-C4) covers the 
process of recyclable construction depending on the kind 
of material, impacts of pre-processing and landfilling for 

waste streams that cannot be recycled. Benefits or loads 
beyond system boundary (D) are about the external 
impacts, including the advantages and loads beyond the 
building’s life cycle. It provides various environmental 
advantages from reusable, recycled and secondary 
materials. 

During the use phase (B1-B3), carbon will be reduced. 
When exposed to air, materials such as concrete, cement, 
and mortar absorb carbon dioxide and reverse the 
calcination step during the cement manufacturing process. 
The amount of carbon absorbed is determined by the 
material exposure duration and the original amount of 
cement. During stage D, carbon emissions have been 
reduced again because of the environmental benefits of 
using reused and recycled materials. 

Table 1. Total material quantities for the two design model options 

Material choices Model A 
(units) 

Model B 
(units) 

 Material 
Wastage (%) 

Transport 
(km) 

Ready-mix Concrete (m3) 455.7 456.0  4.0 60.0 
Precast Concrete (m3) 0.0 139.9  0 60.0 

Timber (m3) 194.4 0.0  17.9 130.0 
Steel (ton) 35.5 18.2  4.9 110.0 

Hollow-core concrete for slabs 
(m2) 0 1296.0  0.0 60.0 

 
Table 2. The material compositions of the two design model options 

Component Dimensions Materials used (Model A) Materials Used (Model B) 

Slab 18 m x 18 m 
D = 0.15 m 

Ready Mix Concrete C28/35, Cut 
& bent steel rebar (104.5 m3) 

Ready Mix Concrete C28/35, Cut 
& bent steel rebar (104.5 m3) 

Floorings 18 m x 18 m 
D = 0.15 m 

Ready Mix Concrete C28/35, Cut 
& bent steel rebar (194.3 m3) 

Hollow-core concrete slabs 
C30/37 (1296 m2) 

Columns 0.8 m x 0.8 m 
H = 12 m 

Ready Mix Concrete C40/50, 
Reinforcement steel for concrete 

(60 m3) 

Ready Mix Concrete C40/50, 
Reinforcement steel for concrete 

(60 m3) 

Beams 

0.25 m x 0.5 m 
(internal) 

0.45 m x 0.7 m 
(external) 

Ready Mix Concrete C28/35, 
Carbon steel reinforcing bar (62.9 

m3) 

Ready Mix Concrete C28/35, 
Carbon steel reinforcing bar (62.9 

m3) 

Footings/Pad 
Bases 

2.1 m x 2.1 m 
2.44 m x 2.45m 

Ready Mix Concrete C25/30, 
Reinforcement steel for concrete 

(34 m3) 

Ready Mix Concrete C25/30, 
Reinforcement steel for concrete 

(34 m3) 

Exterior Wall 9 m x 18 m 
T = 0.23 m 

Insulated masonry wall with brick 
slips and aircrete block (298.1 m2) 

Precast concrete wall elements 
(139.9 m3) 

Interior Wall 9 m x 18 m 
T = 0.23 m 

Timber wall – structural sawn 
timber panels (194.4 m3) 

Ready Mix concrete – low 
strength C12/15 (194.4 m3) 

Roof 18m x 18 m 
D = 100 mm 

Roof panels with QuaCore hybrid 
insulation core (12.6 kg/m2) 

Roof panels with QuaCore hybrid 
insulation core (12.6 kg/m2) 
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4 Findings 

4.1 Comparing carbon emissions from two 
design model options 

After performing the calculations using One-Click 
LCA, Model A showed a total carbon emission of 1461 
Tons CO2e with an average of 71.15 kg CO2e/m2 per 
year. Model B showed a total carbon emission of 1533 
Tons of CO2e with an average of 78.87 kg CO2e /m2 per 
year. The results represent the carbon emitted from the 
raw material stage to the building’s end-of-life stage with 
an assumed lifespan of 60 years, covering carbon 
emission from the construction stage along with heat and 
electricity distribution systems. 

Comparing all the life cycle stages in Model A, 
energy use has the highest carbon emission, followed by 
the raw material stage. However, in Model B, the raw 
material stage has the highest carbon emission when 
compared to the other life cycle stages. Table 3 shows the 
detailed comparison of embodied carbon emissions 
(Tons CO2e) from the two design model options when 
sourcing virgin materials (Stages A1-A3). During stages 
B4-B5 and C1-C4, Model B has emitted less carbon than 
Model A, attributed to the use of precast concrete panels. 
Model B used ready mix concrete and reinforcement steel 
for slabs, beams and columns and brick masonry for 
external walls, which requires less refurbishment during 
the use stage compared with timber materials. The 
precast elements can be easily reused, which is why 
Model B has less carbon emission during the C1-C4 stage. 
Whereas ready mix concrete needs to be crushed, and 
they can be recycled as additives or aggregates or for 
landfilling but cannot be reused as a direct material. 

To compare the impact of design with reused 
materials for the two model options, reused materials 
were assigned to the models in One-Click LCA to reveal 
how much carbon can be reduced. It is noted that the CE 
concept of reuse in this study means the reuse of the 
product or component as is or through direct 
remanufacturing of materials without being recycled. 
The results from One-Click LCA show that 
approximately 31% of carbon was reduced for Model A, 
and nearly 35% of carbon was reduced for Model B in 
the total carbon emissions (operational plus embodied 
carbon emission). Confirming that using reused materials 
helps reduce carbon emissions due to various factors such 
as manufacturing, transportation, etc. As a result, it helps 
reduce total carbon emissions. The remaining carbon 
emissions are due to the building’s operational use and 
end-of-life stages.  

The recycling factors were applied for material 
settings in One-Click LCA to compare the impact of 
design with recycled materials for the two models. 

Materials such as concrete and steel were used as virgin 
materials mixed with recycled binders. For example, 
concrete was added with 50% of fly ash content or 
ground granulated blast-furnace slag (GGBS), and steel 
was produced from secondary scrap. Table 4 shows the 
details of recycled binders added to the materials along 
with the carbon emissions those materials produced. 

By adding recycled binders to the virgin materials, 
around 6% of carbon was reduced for Model A, and 6.5% 
of carbon was reduced for Model B from the total carbon 
emissions. Another assessment was performed using the 
same but reused materials to reveal how much additional 
carbon can be reduced using the reused products along 
with recycled binders. Results show that a total of 33% 
of carbon was reduced for Model A, and 36% was 
reduced for Model B. The total carbon emission of Model 
A dropped to 991 Tons of CO2e with an average of 50.98 
kg CO2e/m2 per year. For Model B, the emission was 
reduced to 985 Tons of CO2e with an average of 50.65 
kg CO2e/m2 per year. 

Table 3. Comparison of embodied carbon emissions 
(Tons CO2e) from the two design model options when 

sourcing virgin materials (Stages A1-A3) 

Material choices 
(sourcing virgin materials) 

Model 
A 

Model 
B 

Ready-Mix concrete  
C28/35 75 26 
C40/50 48 48 
C25/30 8.4 56 
Steel Reinforcement 
Cut & Bent steel rebar 12 N.A 
Reinforcement (Rebar) 10.1 10.1 
Carbon steel reinforcement bar 4.9 4.9 
Precast concrete 
Hollow-core concrete slabs N.A 64 
Concrete wall elements N.A 47 
Other construction materials 
Structural sawn timber 21 N.A 
Emulsion for exterior masonry 0.23 N.A 
Emulsion matt paint for outdoor N.A 0.49 
Anti-corrosive paints 0.31 0.31 

Note: N.A indicates that the field is not applicable. 
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Table 4. Comparison of embodied carbon emissions 
(Tons CO2e) from the two design model options when 

sourcing recycled materials (Stages A1-A3) 

Material choices 
(sourcing recycled materials) 

Model 
A 

Model 
B 

Ready-Mix concrete (Adding 50% GGBS content) 
C28/35 40 14 
C40/50 29 29 
C25/30 4.7 32 
Steel Reinforcement  
Cut & Bent steel rebar 12 N.A 
Reinforcement (Rebar, 90% 
recycled content) 

8.1 8.1 

Carbon steel reinforcement bar 
(using secondary production, 
97.07% recycled content) 

5.2 5.2 

Precast concrete (Added 40% recycled binders in 

cement) 
Hollow-core concrete slabs N.A 53 
Concrete wall elements N.A 34 

Note: N.A indicates that the field is not applicable. 

4.2 Evaluation of material circularity 
Building circularity is calculated through One-Click 

LCA based on the end-of-life process for each material. 
Throughout all the phases of the life cycle, the entire 
material flow will be treated utilizing the specified 
processing chain, which defines the implications for life 
cycle stages C & D. The reason for performing circularity 
assessment is to reveal the amount of material recovery 
and reuse capability after the building’s end-of-life stage. 
The end-of-life process for each material was set before 
performing the circularity assessment for the building. 
For concrete, the end-of-life process was crushing 
concrete for aggregate usage in cement, or it can be used 
for landfilling for concrete blocks. Steel was recycled or 
reused as a direct material. Materials like emulsion and 
paints can be used as landfilling inert materials. Timber 
panels will be reused as material, or they can also be used 
for wood incineration or landfilling.  

According to the embedded definition in One-Click 
LCA, material circularity refers to the percentages of 
materials quantities that could be “recovered” and 
“returned” at the building’s end-of-life phase. The term 
“materials recovered” means the utilization of circular 
materials. It is indicated by the percentage of total 
materials used, made up of recycled, reused, and 
renewable materials. The term “materials returned” is 
represented by the end-of-life circular treatment of used 
materials. It is the total sum of recycled or utilized 
materials, together with 50% of materials downcycled or 
used as energy. Both materials returned and materials 
recovered are calculated based on the embedded default 
factors used for the project in One-Click LCA, such as 
material wastage on the construction site and other 
factors, including material replacement and 
refurbishment. The circularity score is the average of the 
sum of the materials recovered and the materials returned. 

To illustrate the circularity score for both models, 
including the percentage for each CE path, the scenario 
with recycled materials sourced to replace virgin 
materials (Table 4) was used. The results are shown in 
Figure 2. Results show that 7.5% (5% + 2.5%) of the total 
quantities of materials could be recovered as is in Model 
A, and 69.5% (26.9% + 16.6% + 52%/2) of the total 
quantities could be returned either through reusing, 
recycling, or downcycling for other projects. The results 
are similar in Model B; however, its recovery rate is 
relatively lower than that in Model A, very likely due to 
the difficulties of recovering precast concrete than timber 
materials. Model A showed a building circularity of 39% 
(≈ (7.5% + 69.5)/2), and Model B showed a circularity of 
37% (≈ (1.8% + 71.4%)/2). The results indicate that 
timber and metals (mainly timber and steel used in Model 
A) showed the highest circularity score, as they can be 
easily recycled or reused in contrast to concrete which 
usually needs to be crushed for recycling. This could also 
be the primary reason why concrete and other materials 
such as bricks and gypsum have the least percent of 
material recovery. Also, these materials have a high 
downcycling rate, which only indicates a single recycling 
process due to low quality. 

 
Figure 2. Circularity scores output from One-Click LCA 
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Behind these numbers, the implications of material 
choices are critical. Reused and recycled materials can 
reduce transportation, manufacturing, installation, other 
construction works, and waste disposals. When reused, 
precast concrete produced less carbon than ready mix 
concrete because the precast panels could be easily 
transported and reused directly without crushing them. 
As previously shown, adding recycled binders to virgin 
materials could reduce carbon emissions. Concrete added 
with fly ash or GGBS could be used as the recycled 
binder, and steel obtained from secondary scrap can be 
used for reinforcement.  

5 Discussions 
The circular economy concept has received 

significant attention to be restorative and regenerative 
and aims to keep products, components, and materials at 
their highest utility and value at all times. Using reused 
materials to replace virgin materials showed an apparent 
reduction of nearly 35% for both studied models. Model 
B showed higher carbon emissions when compared to 
Model A, whereas when using the reused materials, 
Model B showed an apparent reduction in carbon 
emissions compared to Model A. In addition, LCA has 
been performed for materials containing recycled binders 
or other recycled products. Recycling involves using a 
considerable amount of water and energy and the 
formation of carbon emissions, which may have a more 
significant environmental impact than reusing materials. 
The reuse of building components is a potential 
alternative for reducing construction and demolition 
waste. Many studies suggest that reused materials are 
considered environmentally and economically beneficial 
compared with recycled materials. This study also 
showed that reused materials entailed fewer carbon 
impacts than recycled materials because of less 
reprocessing efforts.  

The use of precast elements opens up the possibility 
of designing the materials to be readily installed, 
deconstructed, and reused in the future. Materials such as 
ready-mix concrete can be crushed as aggregate by 
downcycling when demolished at their end-of-life stage. 
From the findings, the precast panels and timber walls 
have shown the highest reuse factor to reduce carbon 
emissions.  

In addition, there are a few limitations of this study: 
• Real-world examples and case studies could 

have been used; however, there is a lack of 
evidence of CE-oriented projects in the UK 
construction industry.  

• The developed models targeted the concept 
designs. Similar studies should be carried out on 
more detailed model designs in the future. 

• Evaluating the difference between the expected 

and actual service life of the entire building may 
impact the findings from the One-Click LCA 
analysis. Although a certain lifetime has been 
provided for each material in the study, however, 
in reality, this can be completely different.  

• The factors of Design for Disassembly (DfD) 
and Design for Adaptability (DfA) in One-Click 
LCA may play a critical role in computing the 
circularity score, which should be studied 
further as part of the CE implementation.   

Despite the limitations and potential barriers to 
implementing design for CE solutions in construction 
(such as difficulties of implementing new business 
models), the findings from this study indicate that design 
for material circularity and design with material 
circularity could help reduce carbon emissions in 
construction projects and therefore would have an impact 
to achieve the United Nations’ Net Zero Carbon program 
targets. 

6 Conclusions and future work 
Circular economy in the built environment is an 

important solution to overcoming resource depletion and 
reducing environmental impact. Using a BIM-based 
LCA process, this study investigated two building design 
options by applying the recycled and reused materials to 
reveal how much carbon could be reduced using virgin 
materials. 

Results showed that adaptive reuse of precast 
concrete and timber elements could reduce carbon 
emissions through reduced needs for transportation, 
energy usage and material manufacturing. Comparing the 
two model design options suggested that the secondary 
materials should be used to replace the virgin materials 
to reduce carbon emissions and increase the circularity of 
materials. Reusing materials could reduce more carbon 
emissions when compared to recycled materials. As 
expected, materials such as precast elements have a high 
reuse capability compared to cast-in-situ and ready-mix 
concrete.  

The circularity score was calculated to reveal the 
percentage of materials recovered and materials returned. 
The results indicate that timber and metals (timber and 
steel in Model A) yield a high circularity score since they 
can be easily recycled or reused in contrast to concrete, 
which usually needs to be crushed for recycling. 
Maximizing the reuse of materials could be considered a 
major strategy for the designers to choose between 
material resources.  

The carbon emissions factors used for the resources 
of the two models in this study were based on the average 
values of water usage, fuel consumption, district heating 
and cooling consumption, and exported energy for UK 
households. This study will be extended into a real-life 
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project using specific real-world project values. Other 
environmental impacts such as acidification, ozone 
depletion, eutrophication, and other factors will be 
investigated in future research work. 
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Abstract -
Geometric quality control (QC) in a construction project

is an important but time-consuming and not value-adding
task. While significant progress is being made in construc-
tion digitalisation, geometric QC processes remain highly
manual and inefficient. This manuscript proposes a new
methodology to pre-process initial information contained in
the as-designed Building Information Model (‘BIM model’
hereafter) and obtain a full list of the geometric QC tasks
that need to be conducted over the duration of the corre-
sponding construction project. The proposed methodology
employ a network graph constructed automatically from the
BIM model information; a dictionary of types of geometric
QC (e.g. dimensions to be checked with tolerances) that ap-
ply to the given project ; and a QC digital manager that ties
both elements together and identifies the list of unique geo-
metric QC tasks that need to be conducted throughout the
given project. The workings of the proposed methodology are
illustrated with a case study, for some QC specifications ex-
tracted from the EN 13670 standard. These demonstrate its
usefulness to exhaustively establish and record all geometric
QC tasks required over a project.

Keywords -
BIM; IFC; Quality Control; Geometric; Point Clouds;

Digital Twin

1 Introduction
During construction, guaranteeing that the built ele-

ments meet quality specifications (e.g. geometric toler-
ances) is critical to ensure they “achieve the intended level
of safety and serviceability during their service life” [1].
From a construction delivery viewpoint, this is also crit-
ical to ensure that subsequent construction works are not
delayed (due to rework), which would also result in addi-
tional costs.
Yet, current practice in geometric Quality Control (QC)

is human-intensive, prone to error. Besides, quality speci-
fications are recorded across a multitude of documents,
including standards, regulations, and bespoke project-
specific specifications, which makes it difficult to track
all quality specifications and conduct all necessary corre-

sponding QC assessments and measurements.
Digitalisation in the construction industry promises nu-

merous benefits in terms of efficiency and quality improve-
ments [2]. But, despite the current challenges discussed
above, Geometric QC processes have seen some, but lim-
ited evolution. Automated compliance checking is an ac-
tive area of R&D for the analysis and validation of design
(BIM) models [3, 4]. But this area has not explored com-
pliance checking of actual works, only design (BIM) mod-
els. Regarding QC of physical construction, developments
have occurred around surveying technologies, with laser
scanning (terrestrial and mobile) and photogrammetry of-
fering means to rapidly and effectively collect 3D survey
data. Among those, terrestrial laser scanning (TLS) of-
fers high accuracy that is particularly suitable for use in
geometric QC, but the analysis of the large point clouds
TLS acquires has traditionally remained a manual and te-
dious process. Digitalisation of this data analysis stage
would provide significant benefits to improve the quality
and speed of geometric QC activities. To fill this need,
works have been exploring the ’scan-vs-BIM’ principle
to match laser scanned points to components in 3D BIM
model in order to (1) recognise those components and sub-
sequently (2) assess their geometric correction [5, 6, 7].
Although it remains an active area of research, the value

of the ’scan-vs-BIM’ principle to analyse point cloud is
now generally accepted. But, the remaining gap in knowl-
edge is in automatically identifyingwhat type of geometric
QCneeds to be conductedwhere in themodel, and robustly
conducting all these geometric QC checks [8].
In this paper, we propose a methodology to automati-

cally analyse 3D BIM models to identify where geometric
specifications apply and thus need to be quality-controlled.
The methodology includes the development of (1) a sim-
plified dictionary to store the different geometric specifica-
tions, or rules; (2) an algorithm to extract from the design
3D BIM models all components and component relation-
ships relevant to the given specifications, stored in a graph
structure; (3) an algorithm to process that graph to sys-
tematically establish where each specification is applied
in the given model. The output of that last step is a list of
QC checks that need to be conducted during construction.
The rest of the manuscript is organised as follows. In
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Section 2, the GeometricQC tool is briefly introduced and
the proposed method for establishing geometric QC tasks
given the design BIM model is detailed. Preliminary re-
sults obtained with a case study is reported in Section 3.
Section 4 concludes the manuscript.

2 Proposed methodology
2.1 GeometricQC tool overview

Thework presented in this manuscript is part of a highly
automated geometric QC tool, called GeometricQC tool,
developed as part of the COGITO project [9].
The GeometricQC tool is designed to conduct auto-

matic geometric QC by comparing the as-designed geom-
etry, contained in the BIM model, and the as-built data,
captured in the form of point clouds acquired using TLS.
The tool essentially follows an Automated Rule Checking
(ARC) approach [10, 11]. The GeometricQC tool first de-
fineswhat geometric QCneeds to be conducted, where and
when during the project geometric QC. After components
requiring geometric QC are constructed, the surveyor ac-
quires the relevant site-referenced (or geo-referenced) laser
scans. At this point, the GeometricQC tool automatically
matches the as-built TLS points to the 3D geometry of
the components of interest stored in the as-designed BIM
model, following a ‘scan-vs-BIM’ process, and performs
the scheduled geometrical control. This GeometricQC
tool workflow is summarised in Figure 1.
This paper focuses on the first part of the above process

that occurs during the planning phase of a construction
project. This part aims to define ‘what’ geometric QC
needs to be conducted, ‘where’ and ‘when’ during the
project geometric QC’.

Construction Phase

Planning Phase

As-design  
BIM Model

Geometric QC
Planning

List of Geometric
QC Tasks

As-built  
Point Cloud

Geometric QC
Execution

Geometric QC
Results

Figure 1. GeometricQC tool workflow. This paper
focuses on the planning phase of the process.

For the ‘what’, digital rules first need to be defined.
In construction, as discussed earlier, geometric QC spec-
ifications and tolerances can be defined in various ways,
but standard specifications also exist. For example, EN

13670:2009 [1] and EN 1090-2:2018 [12] provide con-
struction and erection geometric specifications for the
execution of concrete and steel structures, respectively.
These include all dimensions (or geometry) that need to
be checked and tolerances for each of them. For example,
EN 13670:2009 [1] details in section 10.4 and annex G
the different geometrical tolerances that need to be ver-
ified for each of the structural components and the type
of deviations. Figure 2 shows two representations of the
specifications in EN 13670:2009 [1], for the inclination
of a structural column or wall, and for the alignment of
stacked structural columns or walls.

Figure 2. EN 13670 [1] Walls and Columns geomet-
rical tolerances example. (a) Inclination/verticality
of a single wall/column, (b) Deviation between cen-
tres of stacked walls/columns.

In this paper, we present a solution to digitise such ge-
ometric specifications as digital rules, thereby creating a
dictionary of all geometric specifications (i.e. all rules)
that apply to a given project. We focus on 15 rules de-
fined in EN 13670:2009 [1] for the execution of concrete
structures.
For the ’where’, the solution must identify where the

above rules apply in the given project. For this, we de-
veloped an algorithm that processes the as-design BIM
model, in IFC format [13], and detects where the geomet-
ric QC rules contained in the pre-defined dictionary apply.
The output of this process is a network graph where nodes
are the components in the as-design BIM model requiring
geometric QC and edges are the component relationships
that are relevant to the geometric specifications to be ap-
plied to the project.
Finally, for the ’when’, we take into account the infor-

mation contained in the project 4D model that links the
as-design BIM model components to construction sched-
ule activities, so that the defined list of geometric QC
tasks can be laid over time, in line with the construction
schedule.
The above three steps are detained in the following sub-

sections.

18



39 𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

2.2 What: Establishing the Geometric QC Dictio-
nary

The geometric QC dictionary encompasses all the ge-
ometric QC ‘rules’ that need to be checked during the
project. Each rule defines the context within which it
must be applied. In the case of structures, that context
is defined by: the types of components involved in the
rule (e.g. wall, column, slab), their material types (e.g.
concrete or steel), and their geometric relationships (e.g.
stacked, connected). Note that some rules refer to sin-
gle components (e.g. column inclination), in which case
no geometric relationship applies to define the rule’s con-
text. At each location in the as-design BIM model where
the defined context is encountered, the corresponding rule
must be checked. Since we consider the as-design BIM
model to be encoded in IFC format, it is important that
the dictionary rules be encoded by employing standard (or
pre-agreed) IFC classes and properties, such as IfcWall
or IfcColumn for component types, and material category
contained in the IfcMaterial field of a component descrip-
tion.
The dictionary rules then contain additional description

fields, capturing where the rule comes from (e.g. title
of original document and section or specification number
with it), and a description of the rule. Finally, the rule is
associated to software code that encodes the actual geo-
metric specification rule is to be applied to each instance
where the rule context is detected in the BIM model.
In summary, the list of fields for each of the dictionary

entries is as follows:

• Rule Description:

– Source document: norm or regulation number,
or specific ID to identify the original document

– Source section: an ID value to identify the geo-
metrical tolerance within the original document

– Description: geometrical tolerance brief de-
scription

• Rule Context:

– Component Type: the type of components the
entry needs to be applied to (i.e. walls, slabs,
etc)

– Material Type: the material type of the struc-
tural components that the entry needs to be ap-
plied to (i.e. concrete, steel)

– Relationship Type: the geometric relationship
the different components need to be connected
with that the entry needs to be applied to (i.e.
above, below, same level adjacency, etc). Im-
portant remark here that in case the tolerance
only involves a single element, this field can be
left empty.

In our implementation, the dictionary is stored using
the JSON open format, which is easy to read by users and
most development tools.
Table 1 illustrates an example for a pair of the entries

from EN 13670:2009 [1], where several cases of the key-
words are represented for clarity.

Table 1. Quality control dictionary entries examples
from EN 13670:2009

2.3 Where: defining all instances of geometric QC to
be conducted in a given project

Given the geometric QC dictionary, the BIM model is
now analysed to identify all instances where each geomet-
ric QC rule applies, i.e. where geometric QC must be
conducted. This is done by finding in the BIM model all
instances where the ‘context’ defined in each geometric
QC rule is found. It is performed in two steps. First, this
requires the input as-design BIM model be interpreted to
identify the component types and relationships of interest
for the given geometric QC rules; this step is detailed in
section 2.3.1. The output of the first step can then be fur-
ther interpreted to identify all individual instances where
the geometric specifications need to be controlled; this
step is detailed in section 2.3.2.

2.3.1 BIM Model Interpretation

Here, we assume that component types and material
types are explicitly encoded in the IFC file. However,
component relationships are rarely provided, especially
all the ones necessary for the geometric specifications we
consider in the paper. As a result, specific algorithms had
to be developed to detect such relationships in the model.
It is proposed here to represent the outcome of this BIM
model interpretation process using a network graph where
each node represents a BIM model component (3D com-
ponent in our case) and each edge represents a relationship
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between pairs of components. The nodes and edges have
properties that are defined for the intended purpose.
In the context of geometric QC of concrete or steel

structure works with the above-defined geometric QC dic-
tionary, the following properties are defined. The nodes
contain the following properties: structural component
unique ID, the type of component (e.g. wall, bean, col-
umn, slabs), the material type (e.g. concrete, steel), and
a label (if provided in the BIM model) to facilitate the
component identification for the users.
The edges contain the following properties: source

UID, target UID (indicating the source and target struc-
tural components in the BIM model the edge is connected
to), and the geometric relationship type. For the lat-
ter, we currently consider the following relationship types:
above, below, adjacent storey level, same storey adjacency
or physical connection. These relationships are those em-
ployed in the different geometric QC specifications defined
in EN 13670:2009 [1].
These geometric relationships are computed by

analysing each structural component (nodes), requiring
various levels of computation effort. However, the details
of these computations are beyond the scope of this paper
(due to space constraints).
The use of the network graph has multiple advantages:

First, it is easy to read. Beside, meaningful statistical
information can be obtained from it overall (e.g. graph
density) or for each of its nodes (e.g. centrality analysis),
which can subsequently help analyse the ‘tightness’ of
the geometric specifications and the ‘criticality’ of certain
components.
The network graph only needs to be computed once,

since the structural components are not going to change
once construction is initiated (if they are the network could
naturally be recomputed). Figure 3 illustrates a very basic
graph example with a couple of nodes and their relation-
ships.
Naturally, the graph structure with its nodes and edges

properties can be extended to include other component
types and/or properties that can be useful to satisfy other
types of geometric QC (andmore broadly, other use cases).
The different properties that are depicted in thismanuscript
are the ones thatwere identified asminimal requirements to
obtain the geometric QC of concrete structures according
to the EN 13670-2009 along the duration of the project.

2.3.2 QC instances

The second step produces all individual instances of
geometric QC tasks that need to be conducted for the
given construction project.
For each dictionary rule, the network graph is queried to

provide all unique instances of the rule ’context’, i.e. the
structural components with the same Component Types

Figure 3. Example network graph of structural com-
ponents and their relationships.

and Material Types, and, in the case the entry requires
multiple components, the related components with the Re-
lationship Type.
Table 2 shows a small example of the result of the search

for the dictionary rules defined in Table 1 (rules QC_1 and
QC_2) in the network graph of Figure 3. Table 2 shows
the list of QC task associated to “Wall1” only.

Table 2. Geometrical tolerances list example

20



39 𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

2.3.3 When: scheduling of the QC instances

Beyond the as-designed 3D BIM model, projects in-
creasingly develop 4Dmodel that link the design 3Dmodel
with the construction schedule. In a 4D model, the differ-
ent physical components making up the design are linked
to the construction activities that construct them. These
activities are defined by start date and duration (and there-
fore finish date). The QC Manager also queries this infor-
mation from the input (4D) BIMmodel, so that the overall
list of unique geometric QC tasks that is automatically ex-
tracted from the 3D BIM model can be organised along
the project timeline. This way, once a construction task
is completed (e.g. building columns ground floor), then
the project manager and QC manager know the exact list
of all geometric QC tasks that need to be performed as
that specific point, i.e. and thus where surveying needs
to be conducted. Here, we refer the reader back to the
"Construction Phase" box in Figure 1.

3 Case study: Revit Sample Project Techni-
cal School
The proposed methodology has been tested in the Revit

Sample Project Technical School [14]. This model is a
sample model provided by Autodesk. We focus on the
structural model (Figure 4), since the rules considered in
these tests focus on structural works.

Figure 4. Technical School sample model

The (preliminary) version of the dictionary used in this
test contains a total of 15 rules, all of them selected
from the EN 13670-2009 document [1]. The selected
rules involve four types of structural components: (slabs,
columns, walls, beams) and five types of geometrical rela-
tionships: above, below, adjacent storey level, same storey
adjacency, and physical connection. The rules include
(reference to document section between brackets):

• Inclination of a column/wall (10.4 Columns and
Walls No a)

• Deviation between centres (10.4 Columns and Walls
No b)

• Curvature of a column/wall between adjacent storey
levels (10.4 Columns and Walls No c)

• Location of a column/wall at any storey level w.r.t.
base level (10.4 Columns and Walls No d)

• Location of a beam-to-column connection measured
relative to the column (10.5 Beams and Slabs No a)

• Position of bearing axis of support (10.5 Beams and
Slabs No b)

• Cross-sectional dimensions (10.6 Sections No a)
• Lap-joints (10.6 Sections No c)
• Free space between adjacent columns/walls (Annex
G - G.10.4 Columns and Walls No c)

• Horizontal straightness of beams (Annex G - G.10.5
Beams and Slabs No a)

• Distance between adjacent beams (Annex G - G.10.5
Beams and Slabs No b)

• Inclination of a beam/slab (Annex G - G.10.5 Beams
and Slabs No c)

• Level of adjacent beams (Annex G - G.10.5 Beams
and Slabs No d)

• Level of adjacent floors at supports (AnnexG -G.10.5
Beams and Slabs No e)

• Orthogonality of a cross-section (Annex G - G.10.6
Sections No a)

The test consisted of loading the different structural
components from the IFC file, compute their geometric
relationships and construct the network graph. The graph
could then be analysed to generate the list of geometric QC
tasks that would need to be conducted over the duration of
the project.
The model contains a total of 589 structural compo-

nents. Our algorithm reads the IFC file (exported from
Revit) and generated the network graph containing those
589 components as nodes. Beside, the algorithms found
6,677 relevant geometrical relationships converted into
6,677 corresponding edges in the graph. Those nodes
and relationships are broken down as follows:

• Components:
– 6 Walls
– 5 Slabs
– 203 Columns
– 375 Beams

• Relationships:
– 126 Above
– 126 Below
– 5 Adjacent storey level
– 6,013 Same storey adjacency
– 407 Physical connection

Figure 5 shows the graph structure distribution and its
colour reference legend, where we can visualise all the
structural components contained in the BIM model repre-
sented by the coloured nodes, and the geometric relation-
ships connecting them represented by the coloured arrows
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between the nodes. We can also identify the high amount
of columns (orange nodes) and beams (blue nodes) that
is contained in the BIM model, representing more than
the 95% of the structural components, and the different
relationships between them. Each node has a size propor-
tional to its degree centrality (i.e. the number of edges
connected to it).
Approximately 90% of the edges belong to the same

storey adjacency category, hence the graph is full of those
edges making it difficult to visualise the other relation-
ships. Using the graph visualisation and analysis tool
Gephi [15], the graph is explored and analysed, extracting
interesting statistics and exploring different arrangements.
For example, Figure 5 shows a Force Atlas 2 layout, where
we can easily depict the different storeys by the way the
columns form three distinct clusters. Degree centrality
can also be further investigated. Nodes with high degree
centrality can be considered as potentially more critical
from a geometric QC viewpoint, so the building team may
be interested to know which ones they are and the rea-
sons for their criticality. For example, Figure 6 shows
a highlighted component (on the top) with high degree
centrality, indicating it can be a critical structural compo-
nent from a geometrical tolerance compliance viewpoint,
while on below, we can see the same component identified
in the as-design BIMmodel, where it may be easier for the
contractor to understand its criticality.
After generating the network graph, it can be analysed

according to the quality control dictionary to output a full
list of geometric QC checks that need to be conducted. In
this example, the list contains 9,750 unique geometric QC
checks. These unique entries in the list demonstrate the to-
tal number of quality control actions that should be carried
out during the entire project’s execution and that should
all output a positive result to certify the quality of execu-
tion. Table 3 shows a snapshot of the generated JSON file
containing all the project’s geometrical tolerances.
It is important to remark that despite the limited number

of geometric QC rules in the dictionary, the total number
of unique geometric QC checks is still significant. This
numbers suggests that all checks are not systematically
conducted in practice, with many results potentially im-
plied from some others. The rest of the GeometricQC tool
aims to automate these control and will ensure they are
systematically conducted.

4 Conclusion and future work
The tool proposed in this paper is meant to be em-

ployed during project planning stage and has two steps:
First, it automatically extracts all the necessary informa-
tion from the design BIM model (IFC file) and stores it
in a convenient data structure, a network graph. Then,
the tool automatically detects within the network graph all

Table 3. Technical School geometrical tolerances list
example

unique instances of the contexts within which each geo-
metric specification applies and QC must be conducted.
These geometric specifications are stored as rules in a QC
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Figure 5. Graph representation with a Force Atlas 2 layout

dictionary, with the overall geometric QC methodology
employed by the proposed GeometricQC tool akin to Au-
tomated Rule Checking (ARC). The value of the proposed
tool to identify all necessary geometric QC tasks within
a given project is demonstrated with a realistic mid-size
project (school building).
In future works, the planning stage methodology will be

extended to include the rest of the structural deviations pre-
sented in EN 13670-2009 [1] and EN 1090-2:2018 [12], in
addition to the rest of the geometrical relationships, and a
fully integrated schedule from the 4D BIM model. Then,
the full pipeline of the GeometricQC tool will be deliv-
ered that will conduct the automatic geometric QC with
point clouds acquired on site . Finally, as part of the large
COGITO project [9], the tool will be integrated within a
Construction Project Digital Twinning ecosystem enabling
construction activities, including QC, to be effectively or-
chestrated and their output recorded in a structured way
with the project Digital Twin.
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Abstract – This paper discusses challenges, 
experiences and lessons learned so far while 
transforming a masonry build system based mostly on 
manual labour into a robot automated build system. 
Our motivation for selection of this masonry process 
is to try out how robot automation could impact the 
architects in their design work by providing a tool to 
directly manipulate wall expression down to 
individual brick level. Such manipulation is often 
much too costly for manual labour today. Moreover, 
masonry is a challenging application to automate. 
Understanding the manual processes involved and 
transforming them into automation equivalents faces 
several challenges; among them handling and 
distribution of the different materials involved, 
selection of tooling, sensing for handling of variation 
and digital tooling for the programming of the process. 
A novel parallel-kinematic manipulator (PKM) with 
computerized numerical control (CNC) is used as 
target for experiments, because the performance 
properties in stiffness, workspace and accuracy will 
allow us to extend work into further construction 
processes involving heavy and dirty manual labour. 
 
Keywords – 

Construction robotics; Parallel-kinematic 
manipulator; Masonry; Concrete build system 

1 Introduction 
Attempts at machines to perform automatic masonry 

have been tried from time to time. Even patents for 
bricklaying machines have already been announced in 
1875 [1]. Despite this, bricklaying machines are not in 
common use today. There is one commercial machine 

available, the SAM100, offering automation of 
bricklaying for large straight building facades. Another 
commercial machine, Hadrian X, is usually also 
mentioned but it uses a build system with much larger 
bricks. A recent online article called "Where are the 
robotic bricklayers" [2] suggests several reasons why 
automation for masonry is not widely spread today. 
Among others, mortar is highlighted as a difficult 
material to handle whereby it is difficult to produce clean 
mortar joints, which also mirrors our experiences. 

In general, autonomous machines and robots are not 
common in the construction industry. Several articles 
investigate reasons why: [3] lists lack of interoperability, 
design for human installation procedures, lack of 
tolerance management, power and communications as 
hampering factors. [4] and [5] list high initial investment 
and risk for subcontractors, immature technology, 
unproven effectiveness, lack of experts, low R&D 
budgets, among others. But there are indications that 
automation is needed in construction for continued 
growth [6]. Our interpretation is that digital, technical 
and regulatory infrastructure is lacking to lessen the 
effort of introducing autonomous construction machinery 
in the construction value chain. In the project, which this 
article is part of, we therefore work towards a model to 
bring business, technology and infrastructure together for 
bringing commercial application of autonomous robots 
and machinery closer to reality [7]. We also started up the 
Center for Construction Robotics [8] in 2019 as a forum 
between actors to meet and a test site for experiments on 
robot automation of construction processes.  

The paper focuses on mapping the explained masonry 
process (2) into robot equivalents, including adapting a 
new developed PKM for construction processes (3) as 
well as performing and discussing experiments (4). 
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2 Brick masonry fundamentals 
The fundament on which our experimental setup is 

built on, from a masonry point of view, are bricks, mortar, 
tools and process performance. 

Bricks which are used in Sweden have different 
properties regarding dimensions, structure, surface, 
weight and colour. Most utilized in the Swedish 
construction business are standard sized bricks of the 
following dimensions: 

• 250 x 120 x 62 [mm] (Swedish brick) [10] 
• 228 x 108 x 54 [mm] (Danish brick) [10] 
• 240 x 115 x 71 [mm] (German brick) [11] 

Bricks, independent of their size are available as 
vertical coring brick, horizontal coring brick, solid brick, 
pre-wall solid brick and pre-wall vertical coring brick 
[12]. Most available colours are yellowish, brownish, 
reddish and blackish. The surface itself is rough, 
sometimes sandy, corny or dusty and the weight of solid 
bricks is about 2000 kg/m^3 [10][11], whereby single 
solid bricks of the sizes mentioned in the list above weigh 
between 1.3 kg and 2.0 kg. 

Though there exist many different types of bricks 
with all their dissimilarities used in the construction 
industry, they have one thing in common: Deviations in 
their dimensions. We experienced up to +/- 2.5 mm in 
width and height along their surfaces (see Figure 1). 

 
Figure 1: Real brick with deviations (left) and 
ideal brick (right)  

The brick type we focus on in our experimental setup 
is a red Danish brick with 228 x 108 x 54 [mm]. Next to 
the described deviations the brick contains the following 
characteristics: Red Danish bricks having an upper and a 
lower side and a front and a back. To achieve the best 
possible wall impression, it is important to arrange the 
bricks in the same orientation along a wall to build. 
Moreover, they have a solid body and have fine dust on 
their surfaces. These parameters are very important for 
the automatization since they are influencing the tool 
design for handling the bricks as well as the choice of 
sensory. A solid body brick can for instance be handled 
with vacuum technology whereas a hollow brick needs 
clamping technology to be handled. The deployed vision 
technology (Realsense D435) features point cloud 
acquisition. In particular the point cloud measurements 
are matched towards brick geometry for brick detection 
and localization. The camera is fairly robust in the 
utilized pick situations. The algorithm uses thresholding 

in depth to differentiate between brick surface and 
background. 

2.1 Manual brick masonry process 
The manual masonry process for building a straight 

wall with bricks includes different action steps, logistics 
and use of special tools. To identify parts of the process 
appropriate for automatization we analyzed this process 
in detail in a workshop with an expert masoner. The 
process is divided into three main steps including 
preparation, performance and post-processing. Sub-steps 
for the preparation including blending the mortar, 
building a frame for building a leveled wall, putting a 
horizontal chord to define a specific height for each layer 
of mortar and bricks, brick- and tool supply. Sub-steps 
for post-processing includes grading vertical and 
horizontal joints, possible wall plastering and 
disassembly of framework. 

 
Figure 2: Bricklaying: Apply mortar (upper left); 
disperse mortar with brick (upper right); push 
brick in position (down left); set stressed chord for 
next layer (down right) 

For building a layer of bricks (process performance 
see Figure 2) for a straight wall, we have set the 
horizontal stressed chord to a specific height. Thereby we 
defined a continuous height through all wall layers and 
achieved a regular build wall. For the application of 
bricks, we have put mortar with a defined dispersion on 
the prebuild brick layer. The mortar was applied with a 
tool especially designed for the needed mortar dispersion 
(Figure 3 (A)) for the used sizes of bricks. Thereafter the 
brick was applied with a specific application strategy. 
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This strategy contains tilting the brick behind the wall 
along its longitudinal and lateral axis (Figure 3 (B & C)), 
pushing it in this configuration on top of the mortar from 
the back of the wall, while tilting both axes back to “zero”. 
Thereby the current placed brick gets aligned along the 
former placed bricks (Figure 3 (C & D).  

 
Figure 3: Application strategy mortar and brick – 
front view 

Through this application technology a vertical joint 
between two side by side bricks as well as horizontal 
joints between bricks of two sequenced layers are 
generated. Furthermore, this application strategy offers 
us to control the flow of excess mortar whereby the joints 
become as clean as possible. To increase the walls 
stability vertical joints between bricks of two sequenced 
layers needs to be displaced. For the displacement we 
used normal, half sized bricks, which we generated by 
breaking them with a special hammer (see Figure 4).  

 
Figure 4: Generate normal, half sized bricks 

In general bricks are used both as facing bricks and 
bearing brick structure, i.e., a complete wall. The 
different bricks are in each of these uses laid in different 
pattern. Both related to visual and physical reasons. In 
practice also the length of a wall decides how different 
individual bricks must be cut and placed. Different 
thickness of vertical and horizontal joints is used and 
several different recipes for mortar are available. 

2.2 Wall to build 
For the brick experiments presented in this paper, we 

designed a curved masonry wall (Figure 5). The base 
curve of each layer of bricks is a planar sinusoidal curve, 
where the amplitude decreases with the height of the 
layer above ground. This shape offers the possibility to 
demonstrate the ability of changing brick placement.  

 
Figure 5: Curved masonry wall  

While having a robot being able to directly interpret 
the wall’s design, we can precisely control the exact 
position and orientation of individual bricks with our 
robotic masonry system, which is, manually performed, 
very challenging. The bricks to set are individually 
rotated out of the tangent direction of the base curves. 
This individual rotation is proportional to the curvature 
of the base curve at the location of the current brick, see 
Figure 6. Thereby we create a wall with differently sized 
angles between side-by-side placed bricks, which causes 
differently sized vertical joints. 

 
Figure 6: One wall module used as reference for 
automated masonry process: Top view (left); 
Tilted front view (right) 

For creating the 3D model of this wall and for 
calculating the exact position and orientation of each 
brick, the algorithmic modelling extension Grasshopper 
to the 3D modelling software Rhinoceros 3D was used, 
cf. [13]. Algorithmic modelling tools are essential for 
robotic masonry since manual specification of the 
orientation and position of each brick would be 
impossible in larger projects, e.g., in a complete brick 
facade of a building. 

The 3D model can be used for visualising the finished 
appearance of the wall, but more important, the 

Longitudinal 
axis

Lateral axis
A B

C D

27



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

algorithmic model also exports the orientation and 
position of each brick to the robotic system to construct 
the steering code for the brick-laying robot, which is 
further described in 4.2.  

3 Parallel-kinematic machines 
In contrast to a standard arm manipulator where the 

robot links are arranged in a serial chain from the base of 
the robot to the tool, parallel-kinematic manipulators 
typically consist of a robot structure where several 
parallel links are attached to a common tool plate. The 
so-called closed kinematic loops together lock degrees of 
freedom for the position and orientation of the tool. The 
PKM’s fundamentally different design allows for 
important properties like e.g., less moving mass and 
significant higher stiffness which may offer important 
benefits compared to standard industrial manipulators 
with respect to acceleration, positioning accuracy, 
structural rigidity with respect to process forces and e.g., 
footprint/workspace and complementary broadens the 
applicability and use of robots [14][15]. The PKM 
configuration used within the project is based on a gantry 
frame and a novel wrist construction. It will be explained 
and its benefits within construction robotics for masonry 
operations and efficient use in Architecture, Engineering 
and Construction (AEC) applications, will be highlighted 
and further discussed in section 3.1. 

3.1 PKM for brick masonry 
In previous work “Parallel-kinematic construction 

robot for AEC industry” [16] our work-in-progress to 
adapt a PKM structure to automate a selected masonry 
process was presented. In the meanwhile, we have set up 
the PKM in the laboratory and equipped it with necessary 
hardware and software items to perform experiments. 

The PKM is an eight-link parallel-kinematic 
manipulator that provides 5-axes continuous motion. 
There are six links that in three pairs connect the three 
carriages on the 4 m linear guides with the so-called 
support platform that positions the base for the robot 
wrist mechanism. Each of these six links have a fixed 
length of 2 m. By controlling carts on the three linear 
guides, the robot can perform translatory movement with 
the support platforms keeping a very stiff orientation. To 
provide stiff and precise tool orientation in two directions 
(tilting the tool, while keeping the third orientation stiff), 
two telescopic links are mounted between the upper and 
lower carts respectively. Together with a cardanic joint 
between the support platform and the tool platform, this 
results in controlled rotational motions around x- and y-
axis. This type of machine provides a large singularity 
free workspace, high rigidity and precision, as also 
described in [17]. For PKM including its workspace see 
Figure 7. 

 
Figure 7: Workspace PKM 

 To fit with laboratory conditions the PKM is 
presently mounted on a horizontal support structure. 
Though it is also possible to mount it in a setup for 
working from top for example. Figure 8 shows the PKM 
connected to a support structure in a brick masonry 
process. 

 
Figure 8: PKM mounted on support structure in 
brick masonry process configuration 

To adapt the PKM for the described masonry process, 
we designed a tool (Figure 9) containing two motors 
allowing rotation around z- and y-axis.  

 
Figure 9: Tool side view (left); Front view (right) 

Moreover, the brick masonry tool consists of adapter 
plates and motors that transmit the movement generated 
by the motors into rotary tool motions via cross-roller 
bearings. The use of an L-shaped part allows the tool to 
point down in zero configuration. Furthermore, we 
decided to use a vacuum gripper consisting of three 
vacuum cups with 55 mm diameter each, equipped with 
filters inside to handle the dusty bricks and provided with 
foam to be able to create vacuum for gripping the rough 
brick surface. Flow regulation and control of vacuum 
gripper is realized with Avac injector MFE-300H-AS-1. 
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With a connected 10 m long and 8 mm diameter air hose 
and 6 bar pressure, we achieved 60 % flow. For easy and 
fast tool changing option RSP TC60-8 tool changer and 
RSP TA60-8 tool changing adapter are included in 
rotational y-axis.  

For the mortar application process, we equipped the 
tool with an extruder mounted on the L-shaped part 
mentioned before and connected the extruder to a circular 
nozzle at its end (Figure 10 left). On the other end a 
connection for a hose is prepared which connects the 
mortar pump with the extruder.  

4 Experiments 
For performing experiments with the developed 

parallel-kinematic manipulator, we built the 
experimental setup described in 4.1., generated the brick 
data needed for the parallel-kinematic manipulators 
programming and focused on the challenges to solve 
(section 4.3). Furthermore, we performed experiments 
described in 4.4 to evaluate our proposed solution. 
Moreover, we list and discuss our results (section 4.5), 
including successful realization as well as obstacles 
which had been occurred and possible solution options, 
which offer the base for conclusion and future work 
(section 5) including Technology Readiness Level 
enhancement of the parallel-kinematic manipulator. 

4.1 Experimental setup 
Our experimental setup (see Figure 10) located in the 

Swedish National Center for Construction Robotics [8] 
contains the PKM equipped with the following 
peripherals: Described vacuum gripper tool to handle 
bricks, a palette with bricks placed on stacks for picking 
application, a double sized palette equipped with a flake 
board for placing application, a controller, a workstation, 
acrylic glass walls for safety during robot execution, 
process peripherals connected to tool for mortar 
application, computer and Intel RealSense Depth camera 
for vision integration. 

 
Figure 10: Experimental setup: Mortar glue 
configuration (left); Pick and place configuration 
(right) 

4.2 Wall data generation & transformation 
For creating the steering code for the bricklaying 

PKM, data on each stone is exported directly from the 
algorithmic 3D model of the wall (2.2). In this project, 
this data is exported in the form of an automatically 
created Microsoft Excel spreadsheet file. Apart from the 
orientation and position of each brick, this file contains a 
column specifying the layer, and consecutive number on 
this layer from left to right, of the current brick. It also 
specifies if the current brick is a full-sized or half-sized 
brick. Half-sized bricks are used in the current design for 
having straight vertical ends of each module of the wall.  

To feed the parallel-kinematic machine, which is 
programmed in G-code based on the data exported as 
spreadsheet file, a semi-automatic tool chain is used to 
transform from wall description to executable G-code. 

4.3 Challenges 
Challenges we are focusing on within our 

experimental performance contain implementation of a 
stable process for brick handling and mortar application 
by building the wall described in 2.2. The processes sub-
challenges can be divided into: Pick bricks, move bricks, 
place bricks and apply mortar.  

Though we focus in our application on one specific 
brick type, bricks are having, as experienced, deviations 
up to +/-2.5 mm in width and height, while having a 
dusty and rough surface. Our gripper decision is based on 
the fact, that it would be most convenient to pick directly 
from a palette. On the palette the bricks are placed with 
no space in between each other and their upper or lower 
side points outwards the palette. For this reason, we 
decided to design a tool containing a vacuum gripper to 
be able to easy separate the bricks from the palette. For 
performing pick experiments with the chosen gripper in 
combination with the bricks to handle, we started to place 
bricks in stacks on a palette. To pick a brick with the 
vacuum gripper we need to be close enough to the brick 
to get it connected to the gripper. In case we drive too 
close the very sensible foam (grippability in this solution 
depends on the foam being able to create enough suction 
force) placed at the end of the vacuum cups releases its 
connection to the cup which impairs the flow we need to 
create the vacuum, by what we are not able to create 
enough vacuum to grip the brick. In addition, to offer a 
continuous good flow we have a filter implemented in the 
vacuum cups, which we clean by blowing of several 
times before we pick a brick and after we have placed a 
brick. A blocked filter also decreases air flow, which 
decreases the needed vacuum.  

Moreover, the deviations of the bricks are causing 
bending in the stacks and displacement of bricks (see 
Figure 11 (upper middle)). A calibration procedure 
matches the pick position in camera space with the 
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corresponding position in robot space. Measurements 
during operation calculate the relative change in camera 
space to the calibrated position. The calculated relative 
change is then applied to the pick position in robot space.  

Regarding cycle times and safety, we define speed 
and acceleration as fast as possible to not disconnect the 
brick from the gripper during acceleration and braking / 
emergency stop. We accelerate the bricks while 
connected to the robots’ end-effector with 3.87 m/s2 and 
moved them with a constant speed of 1 m/s. 

In terms of placing, we investigate placing strategies 
for dry stacking and for stacking with mortar between 
each layer as well as general design limits of bricklaying. 
Since all bricks have deviations, the deviations get bigger 
with an increasing number of layers during dry stacking 
performance. For this reason, we decided to place the 
bricks a few millimeters over the last applied layer and 
let it drop on top. For placing bricks on a mortar layer, 
we had to figure out, if the dead load of the bricks is 
enough to get a good connection to the mortar or if we 
need to apply a defined pressure for placing the bricks on 
the mortar.  

Due to process requirements and experiences from 
former experiments we decided to mix mortar glue 
according to the provided formula. By this we got the 
needed viscosity to get the mortar glue pumped through 
the hose as well as applied on the bricks. Furthermore, it 
is mandatory for a good process flow to apply the right 
amount of material with the right speed and the right 
consistency to achieve proper results. The aim is to apply 
pumpable mortar, which we are still investigating. 

Finally, design limits, including wall instability, will 
be caused by external factors like 10 mm joint height 
between brick layers, dry behavior of mortar and wall 
design itself as well as by internal process concerning 
masonry robotics hard- and software.  

4.4 Experiment performance 
Our experimental performance is divided into two 

main parts. First, we investigate dry stacking of the wall 
described in 2.2. Second, we focus on stacking the wall 
with different mortar application strategies. The process 
for dry stacking bricks with the adapted PKM for 
masonry processes includes driving to a defined position 
over the stacked bricks, taking a picture of the next brick 
to pick and calculate the displacement regarding the 
reference brick defined in the process preparations. 
Afterwards, the PKM drives to the pick position and 
picks a brick. Thereafter the brick is moved to the placing 
position and placed with the defined tilt around the y-axis 
(Figure 11). The wall we build with this handling 
technology is shown in Figure 12. 

 
Figure 11: Dry stacking process: Taking picture 
for vision (upper left); Pick brick (upper middle); 
Move brick (upper right); Place brick (down) 

 
Figure 12: Dry stacked wall 

 
Figure 13: Path A applied on layer of bricks (left); 
Path A (middle); Path B (right) 

For stacking with mortar, we investigate different 
mortar application strategies with the objective to 
identify a strategy e.g. without spill and without exposed 
mortar glue. Therefor we first focus on mortar 
application on top of a built layer by generating two paths, 
see Figure 13. Path A goes through the start point of the 
first stone, the midpoints of all stones and the endpoint of 
the last stone with a constant speed. Path B goes through 
all start-, mid-, and endpoints of every stone contained in 
the layer and is speeded up over the joints. 
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Since we investigate Path A as the best, we use this 
as the base to apply another layer of bricks on top, which 
is shown in Figure 14. 

 
Figure 14: Stones applied on mortar path A 

4.5 Results 
Results we achieved by performing experiments with 

regards to the identified challenges are also divided into 
pick bricks, move bricks, place bricks and apply mortar. 

The tool decision including two more rotational axes 
offer us to handle the bricks in the orientations and 
positions we need. Furthermore, with the chosen vacuum 
technology turned it out that the dustiness of the stones 
caused trouble, because it gets sucked into the air hoses 
and could, in long term, destroy the injector used for 
generating the vacuum. A proper solution could be to use 
another filter unit in front of the injector to offer a long-
term use of this part. Furthermore, the vacuum cups turn 
out very sensible in case we drive too close to the brick 
while at the same time a good vacuum could just be 
created when we were close enough to the bricks. 
Implementing a force-torque sensor into the tool to 
identify the ideal distance between bricks and the vacuum 
gripper by control of pressure between these two objects 
would produce relief. Furthermore, the foam attached to 
the vacuum cups is very sensible. Investigating a 
Schmalz FQE-xb-120x60 with foam will be of interest. 

Like mentioned the bricks to handle have 
individualized sides. The identification of the different 
sides requires the use of cognitive sensory integration 
into the process. Considering that the bricks need to be 
placed in a defined orientation and position to offer the 
best wall impression, a stationary vision system in 
combination with a further manipulator could be 
integrated into the setup.  

The accuracy for picking the red Danish bricks could 
be enhanced demonstrably by use of the implemented 
vision system. The high variety of existing brick types 
opens the need to enhance the existing vision system for 
a more flexible future application.  

Moving the bricks with the needed acceleration and 
speed worked very well with our configuration. In 
dependency on how close human and robot will work 
together in a demonstrated cooperation an additional 
gripping solution could be used when the bricks are 
moved by the robot to avoid disconnection of the brick 
during movement, which means to avoid possible injuries 

by a flying stone to a human for example. Cycle times 
which we achieved within our setup for continuous brick 
handling are 145 bricks / hour, with time divided between 
pick (7 s / brick), place (4 s / brick) and travel between 
these positions (14 s / brick). Cycle times for manual 
brick handling are 300 bricks / hour, excluding breaks.  

A possible force-torque sensor would also be very 
useful to enhance placing of the bricks. For dry stacking 
we would be able to handle the deviations in height by an 
appropriate control. For stacking bricks on a layer of 
mortar the force-torque sensor could help to push the 
brick with a predefined force into the mortar up to a 
predefined position and orientation, which adapts the 
stressed chord from the manual equivalent.  

The application of mortar has different constraints. 
For applying mortar on a layer of bricks with a 
continuous flow and a constant dispersion we need, 
besides a specific material consistency, also a defined 
distance of 2 – 4 [mm] between the nozzle exit and the 
bricks. For path adjustment in height visual depth 
cognition could be used.  

For keeping the needed mortar consistency during 
experiments, we blended it with a hand blender, in a 
barrel connected to the pump, frequently. With regards to 
automation, a solution with continuous blended mortar in 
a mortar blender and an additional mortar supply 
mechanism at the end effector in combination with an on 
purpose-built nozzle could enhance the process quality. 
Since a lesson learned is that the mortar material needs to 
be adapted to the robotic process, we are now starting up 
collaboration with concrete suppliers partly based on our 
experiences from this work  

Our decision to apply mortar along path A (Figure 13) 
is based on the fact, that this path overlaps almost with 
the layer of bricks it is applied on as well as with the layer 
of bricks which is applied on the mortar (see Figure 14). 
Apply mortar along Path B ensures less overlapping with 
the layer of bricks it is applied on, as well as with the 
layer of bricks which is applied on the mortar path. For 
enhanced overlapping of mortar and bricks a mathematic 
model could be used to calculate the best performance 
mortar path. 

Even if the curved wall design used in this project is 
more stable than a totally straight counterpart, 
improvements on the stability can, of course, be made. 
Stability would, for example, be greatly improved by 
making the wall two bricks deep and placing bricks in the 
wall which connects the two layers. This is a traditional 
way of creating a load-bearing masonry wall. The 
individual rotation of each brick is also introducing 
instabilities in the wall, both during construction and in 
the completed wall and while designing the wall we must 
be convinced that the forces applied on each brick will 
not push it out of place. It must also be checked that the 
down-facing side of each brick rests to at least 50 % of 
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its area on bricks in the layer below. This is essential for 
the adhesion of the current brick to the bricks below to 
guarantee stability. 

Wall assembly and transportation of prefabricated 
walls are issues, which are currently performed manually. 
Improvements remain, at this stage, open issues.  

5 Conclusion & future work  
Within this paper we have shown our recent work-in-

progress in terms of testing, for the brick masonry 
process adapted parallel-kinematic machine, to 
Technology Readiness Level 3 – 4. Since we have 
validated our predefined assumptions through dry 
stacking of bricks as well as through stacking bricks with 
mortar our investigations are highlighting the potential of 
parallel-kinematic manipulator’s use in construction 
robotics. This lays the foundation for former explorations 
including enhancement of future process performance 
and parallel-kinematic behaviour. 

Future work contains implementation of 
improvement opportunities into the current setup. This 
includes content, discussed in 4.5 and will mainly focus 
on further sensory integration for brick handling (pick, 
place, move) as well as enhancements of mortar 
application tool-design and mortar application strategies. 
Furthermore, we will focus on digital chain improvement 
to generate executable G-code directly out of the used 
CAD environment. Moreover, we will implement safety 
and interaction issues for enabling the PKM to be used 
for prefabrication processes close to construction site 
with the aim to bring the PKM up to a higher Technology 
Readiness Level. Our idea to use the PKM on the 
construction site itself, is to mount the arm system on site 
onto specific, application oriented support structures.  

6 Acknowledgement 
The authors gratefully acknowledge the support 

received from VINNOVA/”Innovativ Agile 
Construction for globally improved sustainability” 
(ACon 4.0 #2019-04750) as well as the support received 
from Robert Larsson (Cementa AB), Petra Jenning 
(Fojab), Cognibotics AB, Miklos Molnar (LTH) and 
Fasadgruppen Group AB. These projects provided the 
opportunity to investigate the use of parallel-kinematic 
manipulators in construction applications and to develop 
a parallel-kinematic manipulator for specific 
construction tasks. 

References 
[1] Franke, C. Brick-Laying Machines: “Improvement 

in brick-laying machines”, Patent US158838A, 
19/01/1875. 

[2] Potter, B. “Where are the robotic brick layers”. On-
line:https://constructionphysics.substack.com/p/wh
ere-are-the-robotic-bricklayers, 29/7/2021, 
Accessed: 29/1/2022. 

[3] Saidi, K. S. et al (2016). Robotics in construction. In 
Springer handbook of robotics, pp. 1493-1520, 
Springer, Cham. 

[4] Buchli, J. et al (2018). Digital in situ fabrication-
Challenges and opportunities for robotic in situ 
fabrication in architecture, construction, and beyond. 
Cement and Concrete Research, 112, 66-75. 

[5] Delgado, J. M. D. et al (2019). Robotics and 
automated systems in construction: Understanding 
industry-specific challenges for adoption, Journal of 
Building Engineering, 26, 100868.  

[6] Bock, T. (2015). The future of construction 
automation: Technological disruption and the 
upcoming ubiquity of robotics. Automation in 
Construction, 59, 113-121. 

[7] ACon 4.0 (#2019-04750), funded by 
VINNOVA/”Innovativ Agile Construction for 
globally improved sustainability”. 

[8] Swedish National Center for Construction Robotics, 
Online: http://www.lth.se/digitalth/byggrobotik/, 
Accessed: 29/1/2022.  

[9] Bruckmann, T. and Boumann, R. “Simulation and 
optimization of automated masonry construction 
using cable robots”. Advanced Engineering 
Informatics, Volume 50, 2021, 101388,ISSN 1474-
0346, https://doi.org/10.1016/j.aei.2021.101388. 

[10] Specification for masonry units - Part 1: Clay 
masonry units. DIN EN 771-1, 2015. 

[11] Mauerziegel – Beschaffenheit von Ziegeln. DIN 105. 
2021. 

[12] Jens Kallfelz. Lebensraum Ziegel. On-line: 
https://www.lebensraum-ziegel.de/ziegellexikon/ma 
uerziegel/allgemeine-definitionen-und-begriffe.htm 
l, Accessed: 24/01/2022. 

[13] Robert McNeel & Associates. Rhinoceros 3D. On-
line: https://www.rhino3d.com/, Accessed: 
24/01/2022 

[14] Boer, C.R. et al. Parallel Kinematic Machines: 
Theoretical Aspects and Industrial Requirements, 
Springer, 1999.  

[15] Neugebauer R. A. Parallelkinematische Maschinen: 
Entwurf, Konstruktion, Anwendung, Springer, 2005. 

[16] Klöckner, M. et al. „Parallel kinematic construction 
robot for AEC industry“. Proceedings of the 37th 
International Symposium on Automation and 
Robotics in Construction (ISARC), p. 1488 - 1495, 
Kitakyshu, Japan.  

[17] Cognibotics AB “A parallel-kinematic machine with 
versatile tool orientation”, Patent EP19192225A, 
US202063051221P, and further based on 
WO2021032680A1, 25/02/2021. 

32

https://www.rhino3d.com/


39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

Predictive Maintenance Optimization Framework for 
Pavement Management 

A. Kumara and O. Shoghlia 

a Department of Engineering Technology and Construction Management, University of North Carolina at Charlotte, 
USA. 

E-mail: akumar28@uncc.edu, oshoghli@uncc.edu 
 
Abstract – 

The preservation of highway infrastructure is 
essential for maintaining its capacity, safety, and 
efficiency for commerce and defense. Pavements are 
among the most important elements of highway 
systems that deteriorate over time. Hence, the goal of 
pavement asset management is to seek efficient 
investments where the methods applied will aid in 
identifying the most appropriate allocation of the 
resources available to the highway agencies. In the 
absence of unlimited resources, such decisions will 
always result in trade-offs in which funding certain 
assets will be needed at the expense of the other. 
Decision-makers need data-driven information 
regarding trade-offs to avoid the reactive solutions 
that are far from optimum and may be counter-
productive over the long run. This paper proposes 
using a multi-objective predictive maintenance 
optimization framework using a non-dominated 
sorting multi-objective evolutionary algorithm 
(MOEA), for the optimum upkeep of pavements. The 
algorithm aims to find a spread of Pareto-optimal 
solutions by concurrently minimizing the life cycle 
cost and maximizing the level of service (LOS). A case 
study was developed to compare the model’s 
effectiveness based on the maintenance data from the 
asset management plan of the California department 
of transportation. The results from the study will help 
develop promising techniques for the application of 
various multi-objective optimization systems and thus 
pave the way for efficient decision-making tools for 
the maintenance of highway infrastructure projects. 

 
Keywords – 

Asset Management; Life Cycle Cost; Level of 
Service; Multi-objective Optimization 

1 Introduction 
Pavement systems constitute one of the most valuable 

assets in all transportation agencies worldwide. Huge 
investments are made annually to preserve, expand, and 

operate these facilities, which are invaluable for the 
movement of people, services, and goods. Driving on 
roads that need repair costs U.S. motorists $120.5 billion 
in extra motor vehicle repairs and operating costs. The 
Federal Highway Administration (FHWA) estimates that 
each dollar spent on the road, bridge, and highway 
upgrade returns $5.20 in the form of lower vehicular 
upkeep and maintenance costs, time savings, lower fuel 
consumption, safety, minimized bridge upkeep costs, and 
lower emissions as a consequence of enhanced traffic 
flow [1]. 

Pavement maintenance is essential for extending the 
service life of deteriorating highway assets. The 
deterioration of the pavement surface due to aging and 
extensive use is the main threat to the level of service 
provided by the highway system networks. Thus, 
transportation agencies endeavor to renew, repair, and 
maintain the transportation systems already in place [2]. 
With the advancement of technology, highway officials 
and maintenance managers have the opportunity to 
analyze both the short- and long-term consequences of 
the maintenance strategies. Utilizing the maintenance 
strategies to extend the service life of highway systems 
reduces the frequency of infrastructure replacement and 
life cycle costs [3]. 

The funding allocated for maintenance, repair, and 
rehabilitation is always limited. Therefore, it is necessary 
to prioritize and select the options that are best aligned 
with the asset managing organization’s objectives, 
which, in the case of infrastructure, should also reflect the 
needs of society. The criteria used in this process are 
often unclear, conflicting, and sometimes subjective, 
including the type of maintenance intervention, risk and 
reliability, overall network performance, life cycle costs, 
desired level of service, budgetary concerns, and 
construction and social costs [4]. To achieve the best 
results at both individual and overall system levels, an 
optimal scheme for fund allocation to individual assets 
needs to be identified. This necessitates the simultaneous 
optimization of more than one objective while satisfying 
all of the necessary constraints [5]. 

Asset management encourages considering the trade-
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offs between deferred maintenance and sustaining 
current pavement conditions and between short-term 
fixes and long-term solutions [6]. A well-developed 
model will enable maintenance managers to consider the 
impact of selecting one maintenance policy over another. 
Interventions applied too soon may add little incremental 
benefit. On the other hand, interventions applied too late 
may likely be ineffective [7]. It is hypothesized that there 
is a certain optimal level of performance in between these 
two extremes of profligacy and parsimony at which the 
intervention would yield maximum cost-effectiveness 
[8]. 

The main objectives of the study are to (1) develop a 
maintenance optimization framework using a non-
dominated multi-objective evolutionary algorithm, non-
dominated sorting genetic algorithm II (NSGA-II) and 
(2) develop an optimization framework that not only 
minimizes the cost over the lifespan of the highway 
assets but also maximizes the performance. 

2 Literature Review 
Asset Management. Highway asset management aims 

to secure and expand physical highway asset items 
belonging to transport facilities and sustain a certain level 
of service for its users. Researchers have proposed 
several optimization techniques to achieve optimal fund 
allocation for highway asset maintenance over the last 
two decades. [9] used an empirical index to combine 
seven project-level objectives using priority weights. 
[10] solved the single-objective budget allocation 
problem using priority weights of several assets based on 
the prevailing conditions. [11] developed a multi-asset 
optimization of roadway asset maintenance.  

Multi-objective Optimization. Multi-objective 
optimization (MOO) algorithms are used for handling 
trade-offs among various objectives. Every multi-
objective problem is unique and has the ability to 
incorporate various user preferences. It can thus prove to 
be an effective and versatile tool for decision making and 
can be used by highway agencies while allowing quick 
evaluation of several competing alternatives and 
performing a trade-off analysis [12]. Advanced 
methodologies based on a MOO formulation treat all the 
performance measures as additional merit objective 
functions that are not restrictive. As a result, the 
performance-based maintenance management 
methodologies lead to a group of non-dominated 
solutions, each of which represents a unique, optimized 
trade-off between a large set of alternative solutions. 

In the past decade, a number of earnest attempts have 
been made to carry out the MOO for the purpose of asset 
management. [13] developed a cross-asset trade-off 
analysis based on multiple criteria for long-term highway 
investment. [14] developed a MOO method for bridge-

management investment decision analysis using utility 
theory. 

Life Cycle Cost Analysis (LCCA). LCCA arranges for 
a framework to specify the projected total incremental 
cost of constructing, using, developing, and retiring a 
specific infrastructure project. The six phases in a 
product’s life are: need recognition, design development, 
production, distribution, use, and disposal [15]. LCCA 
enables the pavement engineers to conduct a 
comprehensive assessment of long-term costs, and 
ideally, agency highway funding can be allocated more 
optimally. LCCA is applied in road construction to 
explore the possibility of more efficient investment. 
LCCA evaluates not only the initial construction cost of 
the pavement but also all the associated maintenance 
costs during its service life. Therefore, pavement 
engineers can choose the pavement type and design with 
the lowest cost in the long run [16]. 

Previously, [17] proposed best value award 
algorithms over low-bid initial costs to choose the 
pavements. [18] evaluated LCCA practices in the 
Michigan DOT. 

Level of service (LOS). The LOS concept was first 
proposed in the Highway Capacity Manual (HCM) of 
version 1965 [19] and then defined by the six levels in 
relation to a number of traffic conditions in the HCM of 
version 1985 [20]. The current concept of LOS is applied 
in a six-level scale (levels of service A-F) that are 
distinguished in the current HCM by traffic density-the 
sole criterion used to differentiate between LOS A, LOS 
B, and LOS C and so on [21]. These measures of LOS 
used there such as traffic density and traffic flow rate are 
not the LOS itself but merely characteristics of traffic 
conditions. 

[22] provided a framework to develop tools to reflect 
road user perception on service quality by defining the 
quality of service as a function of five performance 
measures- mobility, perception, of the lack of safety, 
environment, comfort and convenience, and road user 
direct cost. [23] determined motorists’ views on what 
aspects of freeway travel are important to them and 
identified: travel time, density/maneuverability, road 
safety, and travel information were the most important 
factors. 

3 Method 
The primary objective of the proposed model is to 

minimize the maintenance cost throughout the life cycle 
of the pavement (LCC) and maximize the level of service 
(LOS) of the infrastructure. The decision variables are 
the type of maintenance strategies as shown in Table 2, 
and the optimization problem has two objectives of LCC 
and LOS. With this, we established a multi-objective 
optimization model that will be further discussed in the 
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next section.  Since the study targets optimizing two 
objectives simultaneously, the research adopted a 
quantitative approach to investigate the benefits using a 
multi-objective optimization technique (MOO) for 
predictive maintenance. It must be acknowledged that the 
intent of the two objectives are incompatible with each 
other. Therefore, they are incorporated into the MOO 
algorithm to generate a set of Pareto optimal solutions 
that are consistent with the performance goals and 
resource constraints in a best-suited way while focusing 
on delivering the best possible results. 

A heuristic non-dominated sorting-based multi-
objective EA (MOEA), called non-dominated sorting 
genetic algorithm II (NSGA-II) is deployed. It considers 
a sustainable assessment of predictive maintenance 
alternatives and aims to improve the allocation of 
maintenance resources. NSGA-II has a fast-non-
dominated sorting approach with 𝑂𝑂(𝑀𝑀𝑁𝑁2) 
computational complexity (where M is the number of 
objectives and N is the population size). Additionally, 
NSGA-II has a non-elitism approach and does not require 
specifying a sharing parameter that helps it find a diverse 
set of solutions and converge near the true Pareto-optimal 
set. 

3.1 Genetic Algorithms for MOO 
The Genetic Algorithms (GA’s) are a type of heuristic 

algorithms that follow the survival of the fittest principle 
and are formulated loosely based on the Darwinian 
evolution. The search procedure of GAs involves 
generating an initial pool of feasible solutions that is 
generated randomly to form a parent solution pool, this is 
followed by obtaining new solutions and creating new 
parent pools through the iterative process. The entire 
iteration process consists of copying, modifying, and 
exchanging parts of the genetic representation in a pattern 
similar to the natural genetic evolution. 

The solutions generated in the parent pool are 
evaluated by means of the objective function. The fitness 
value of each solution is used to determine its potential 
contribution to the generation of new solutions known as 
offspring. The next parent pool is formed by selection of 
the fittest offspring based on their fitness. The process is 
allowed to continue and repeat itself until the pre-
determined stopping criterion is met based on the number 
of iterations or the magnitude of improvement of the 
generated solution [24]. 

3.2 Concept of Pareto Solutions 
In the evaluation of a pool of solutions in the multi-

objective genetic algorithm (MOGA), is a 2-D curve (for 
two-objective optimization) or a 3-D surface (for three or 
more multi-objective problems) which is composed of all 
the non-dominated solutions. This curve or surface is 

known as the Pareto frontier. Each set of Pareto-optimal 
solutions represents a trade-off among different 
objectives. The Genetic Algorithm optimization process 
looks to produce new solutions that can give an improved 
frontier that dominates the existing frontier. A solution, 
in which a value of at least one objective is better than 
the rest of the solutions is known as a non-dominated 
solution. This process of producing new solutions 
repeatedly continues until a set of globally non-
dominated solutions is found. This globally non-
dominated set of solutions is called Pareto optimal set 
and defines the Pareto optimal front [25]. 

3.3 Optimization Objectives 
The desired MOO model comprises two objectives 

which form the optimization algorithm in the model 
development. The two objectives consist of minimizing 
(1) Life-Cycle Cost (LCC), and maximizing (2) Level of 
Service (LOS). 

3.3.1 Life-Cycle Cost 

The total expected costs during the lifetime of a 
highway, as adopted from [26] is given as: 

 
𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝐶𝐶                          (1) 

 

Where 𝐶𝐶𝐶𝐶𝐶𝐶 is the initial cost of construction, 𝐶𝐶𝐶𝐶𝐶𝐶 is 
the expected cost of maintenance, Cins is the expected 
cost of inspections, and Cf is the expected failure cost—
assuming the occurrence of the hazard (e.g., flood, 
earthquake). In the formulation of this research study, 
𝐶𝐶𝐶𝐶𝐶𝐶 is taken as 0 as the research concentrates on 
maintenance, not on construction. Additionally, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 and 
𝐶𝐶𝐶𝐶 are also excluded to simplify the problem as they are 
constants. 

Cost of predictive maintenance is calculated as: 
 

𝐶𝐶𝑝𝑝𝑝𝑝 =  ∑40
𝑖𝑖=1 ∑3

𝑗𝑗=0 𝑀𝑀𝑖𝑖𝑗𝑗   (2) 
 

𝐶𝐶𝐶𝐶𝐶𝐶 = cost of predictive maintenance 
𝐶𝐶 = number of years (from 1 to 40), 𝑗𝑗 = maintenance types 
0, 1, 2, and 3. 
𝑀𝑀 = cost of maintenance associated with maintenance 
activity for each year. 

The total cost is calculated in terms of Present Value 
(PV), the formula for which as adopted from [27] is: 

 
𝑃𝑃𝑃𝑃 = 𝐹𝐹𝑃𝑃[ 1

(1+𝑟𝑟)𝑛𝑛
]                          (3) 

 
Where, PV = present value, FV = future value, r = 

discount rate =3%, n = 𝐶𝐶𝑡𝑡ℎ year. 
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3.3.2 Level of Service 

The level of service concept in the Highway Capacity 
Manual (HCM) is used as a qualitative measure 
representing freeway operational conditions. Many 
different quantifiable performance measures are 
currently included in the FHWA Highway Planning and 
Monitoring Systems (HPMS) database to determine the 
pavement level of service. In this study, Pavement 
Condition Rating (PCR) is used to quantify performance 
of the pavement. The PCR is a composite index (marked 
on a scale of 0 to 100) derived from monitoring data- 
pavement roughness and distress rating. Several studies 
have approached the performance prediction of highways 
assets [28]. In this study the performance prediction 
equation for flexible pavement as adapted from [29] is 
presented by the equation: 

 

𝑃𝑃𝐶𝐶𝑃𝑃(𝐶𝐶) = 90− 𝑎𝑎[𝐶𝐶𝑒𝑒𝐶𝐶 𝐶𝐶𝑒𝑒𝐶𝐶 (𝐴𝐴𝐴𝐴𝐶𝐶𝑏𝑏)  − 1]𝑙𝑙𝑙𝑙𝐴𝐴 [
𝐸𝐸𝐸𝐸𝐴𝐴𝐸𝐸
𝐸𝐸𝑁𝑁𝐶𝐶𝑐𝑐] (4) 

 

Where, 

a = 0.6349; b = 0.4203; c = 2.7062 
𝑃𝑃𝐶𝐶𝑃𝑃(𝐶𝐶) = pavement condition rating at time t (in 

years). 
 𝐸𝐸𝐸𝐸𝐴𝐴𝐸𝐸 = traffic volume and weight, which are 

expressed in terms of yearly equivalent single-axle loads. 
 𝐸𝐸𝑁𝑁𝐶𝐶 = Strength and condition of pavement structure 

represented by modified structural number. 
 

𝐸𝐸𝑁𝑁𝐶𝐶 = � 𝑎𝑎𝐶𝐶ℎ𝐶𝐶 + 𝐸𝐸𝑁𝑁𝐴𝐴 
(5) 

 

Where, 
 𝑎𝑎𝐶𝐶 = material layer coefficients, 
 ℎ𝐶𝐶 = layer thickness (in.), 
𝐸𝐸𝑁𝑁𝐴𝐴 = subgrade contribution, and = 3.51 log CBR – 

0.85 (𝐸𝐸𝑙𝑙𝐴𝐴 𝐶𝐶𝐶𝐶𝑃𝑃)2 – 1.43 𝑃𝑃2 = 0.75 
CBR= California bearing ratio of subgrade (percent) 

3.4 Model Implementation 
A graphical representation of the step-by-step 

procedure for the algorithm’s functionality is shown in 
Figure 1. 

3.4.1 Mathematical Formulation of the Model 

In this formulation, the pavement condition is 
considered as a representative of LOS for the highway, 
which is depicted in terms of PCR which is an ASTM 
standard for the pavement condition assessment. PCR 
values are allotted to a scale that ranges from 0 to 100. 
The PCR for a pavement section at any given time t is 

computed as follows: 

 

𝑃𝑃𝐶𝐶𝑃𝑃(𝐶𝐶) = 90− 𝑎𝑎[𝐶𝐶𝑒𝑒𝐶𝐶 𝐶𝐶𝑒𝑒𝐶𝐶 (𝐴𝐴𝐴𝐴𝐶𝐶𝑏𝑏)  − 1]𝑙𝑙𝑙𝑙𝐴𝐴 [
𝐸𝐸𝐸𝐸𝐴𝐴𝐸𝐸
𝐸𝐸𝑁𝑁𝐶𝐶𝑐𝑐] (6) 

 

The PCR varies from 100 for a perfect pavement 
condition to 0 for a near failing condition. The 
optimization model can be represented mathematically as 
the following equations: 

Objective functions: 
1. Maximize the average PCR over the design life 

of the pavement:  
Maximize ∑𝑁𝑁

𝑡𝑡=1 𝑃𝑃𝐶𝐶𝑃𝑃𝐶𝐶/𝑁𝑁 
2. Minimize the maintenance cost 

Minimize ∑𝑁𝑁
𝑗𝑗=1 𝐶𝐶𝑗𝑗 

Subjected to: 𝑃𝑃𝐶𝐶𝑃𝑃𝐶𝐶 ≥ α1   j = 1, 2, N 

Where, 𝑁𝑁 = total number of years = 40; 𝐶𝐶𝑗𝑗 = 
maintenance cost for pavement section j;  𝑃𝑃𝐶𝐶𝑃𝑃𝐶𝐶 signifies 
the PCR of the pavement section at time t; and α1 is the 
minimum pavement condition threshold for the 
pavement section (set at 40).  

 
Figure 1. Genetic Algorithm Analysis for Multi-
Objective Optimization. 

Solution to the objective functions mentioned above 
will provide a family of Pareto optimal solutions. Each 

36



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

solution gives the optimal maintenance program and the 
resultant amount of maintenance cost for corresponding 
values of average PCR. 

4 Result and Discussion  

4.1 Application of the model on a Case Study 
The developed framework for determining optimal 

PM technique for the maximum LOS and minimum LCC 
is illustrated using a case study involving a section of the 
California Department of Transportation Asset 
Management Plan (TAMP). The data presented below is 
adapted from table 4-2 of the California Transportation 
Asset Management Plan- Fiscal Years 2017/18-2026/27, 
published in January 2018. The table below depicts a 
typical example of life cycle treatments (for a 40-year 
design) for pavements of class I in average climate 
conditions.  

Table 1. Data depicting types of maintenance, schedule 
and cost in $/lane mile adopted from [30] 

Treatment Schedule 
(Years) 

Cost 
($/lane 
mile) 

Present 
Value 
($/lane 
mile) 

Seal surface 4 6000 5129 

Thin mill & 
overlay 

8 152000 111065 

Seal surface 12 6000 3748 

Thin mill & 
overlay 

16 152000 81154 

Seal surface 20 6000 2738 

Thin mill & 
overlay 

24 152000 59298 

Seal surface 28 6000 2001 

Thin mill & 
overlay 

32 170000 48460 

Dig-out, crack seal, 
& seal surface 

36 76000 18519 

Medium overlay 40 325000 67690 

Net Present Value $399,806 

 

Here, the three major types of maintenance activities 
are: 1) seal surface, 2) thin mill & overlay, and 3) dig-
out, crack seal, and seal surface. The schedule of the type 
of maintenance activity to be performed is pre-
determined on certain interval of years. Furthermore, the 
cost involved with each kind of maintenance activity is 
defined in terms of cost $/lane mile. The total net present 

value for the entire 40 years of design life of the 
pavement system sums up to $399,806 per lane mile. 

Table 2. Data for the case study adopted from [31] 

Maintenance Treatment Gain 
in 

PCR 

Budget 
($) 

M0 None 0 0 
M1 Seal surface 10 6000 
M2 Thin mill/Overlay 35 152000 
M3 Dig-out, crack 

seal, seal surface 
20 76000 

 
The data depicted in table 2 is applied to the GA 

NSGAII MOO algorithm. The maintenance activities, 
treatment type, and cost is obtained from California 
TAMP (2018). The algorithm was programmed to run 
10,000 times. The minimum performance threshold of 40 
PCR was selected. The results obtained after the 
accomplishment of the stopping criteria were imported 
into a matrix format, and all the feasible, non-dominated 
optimized solutions were printed. Moreover, to better 
illustrate the solutions, graphs are plotted for each 
solution, Table 3 and Figure 2 illustrate the various 
solutions and graphs. 

Table 3. Depiction of the various solution sets (S1 to 
S16) for 40 years of maintenance 
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Figure 2. Graph for the S1 solution 

Figure 2, gives the graphical representation of the 
solution 1 (S1) obtained from the algorithm. Similar plots 
could be made for solution S2 to S16. Each set of the 
solution gives information about the maintenance activity 
carried out for a time span of 40 years, under the 
constraint that at no point of time, the average PCR value 
dropped below 40. Every set of solution gives detailed 
data for the gain in value of PCR for the pavement each 
year, from this data the type of maintenance activity 
carried out each year can also be found out. The cost is 
calculated on the basis of net present value (NPV) and 
depicted (rounded off) to the nearest $10,000 value at the 
bottom of Table 3. Depicted in Fig. 3 is a graphical 
representation of the Pareto set of solutions obtained. 
 

 

Figure 3. Pareto front obtained via the convergence of 
the two objectives. 

The Pareto set of non-dominated feasible solutions 
for the two objectives contained 16 set of solutions. The 
Pareto front obtained covers a vast range of PCR values 
along with a range of costs associated with them. The 
range of PCR varies from 73 (lowest) to an excellent 

value of 90 (i.e. the highest). Subsequently, the costs 
associated with the various sets of maintenance solutions 
range from $73,196 to $1,287,603 in terms of present 
value for a total span of forty years. 

A brief comparative summary for the results of the 
case study has been depicted below in table 4. 

Table 4. Summary of the case study result 

Metrics Optimized 
Solution 

Caltrans 
Report 

Total Solutions 16 1 

Time-frame 40 40 

Constraint 1 (min PCR 40) None 

Objectives 2 1 

Test run for algorithm 1000 N/A 

Minimum cost (NPV) $73196 with 
PCR of 73 

$399806 

Maximum cost (NPV) $1287603 with 
PCR of 90 

Unknown 

Total 9/16 optimized solutions outperformed the 
Caltrans estimations in terms of $ cost 

4.2 Sensitivity Analysis 
A sensitivity analysis is conducted by altering the 

values of benefits in the value of PCR for the various 
maintenance interventions. The range of the benefits in 
terms of PCR is associated with the different 
maintenance types. The types of distress, treatment, and 
the budget associated with the interventions are 
explained in table 1 and table 2 of section 4.1 in this 
research study. The range of the PCR that was taken is 
depicted in Table 5: 

Table 5. Maintenance type (M1, M2, & M3) PCR 
ranges for sensitivity analysis adopted from [33] 

M1 (PCR) M2 (PCR) M3 (PCR) 
8 36 18 

12 38 22 
  25 

   
The algorithm was run for 10,000 times at a 

minimum threshold of a PCR equal to 40  throughout for 
40 years. The minimum PCR refers to a threshold defined 
by a decision maker and represents a level of service that 
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is considered acceptable to a transportation agency. In 
future, the decision makers can set a different threshold 
value for the PCR and the model can provide an 
alternative set of optimized solutions. The results 
obtained were put into a .CSV file and a graph was 
plotted using Microsoft Excel 2016. The various 
combinations associated with the maintenance types and 
benefits in PCR have been depicted in the figure 4 below. 

 
Figure 4. Sensitivity analysis of the Pareto front  

It is observable that a wide range of Pareto optimal 
front is obtained with the various combinations of the 
benefits in PCR associated with the maintenance types. 
Through the analysis, it was obvious that a trend 
followed, that gave better convergence of the Pareto-
front with increase in the values of the benefits in the 
PCR. The minimum value of PCR observed is 63 while 
the maximum value soared at 90. The minimum cost in 
terms of NPV was observed to be $80,447 while the 
maximum value NPV was documented as $1325882. 

5 Conclusion 
The results suggest that the MOEA NSGA-II is 

capable of tracking the overall pavement performance as 
well as the maintenance costs much more efficiently as 
compared to the conventional maintenance techniques. 

The algorithm is tested for its effectiveness with the 
help of data from California Department of 
Transportation Asset Management Plan. The real data 
was fit into the model and the program was run for 10000 
times to test for solutions that can be compared with the 
data from the Caltrans report. Based on the constraints 
and limitations, 16 feasible, non-dominated, optimized 
solutions were generated on the Pareto-front. The Pareto-
front covers a large range of PCR values ranging from 73 
to 90 and costs ranging from $73,196 to $1,287,603 
respectively. Overall, 9 solutions are obtained across the 
Pareto front that outperformed the Caltrans estimation for 
LCC on the basis of cost alone. Moreover, the PCR value 

in the optimization model has a lower limit constraint for 
average PCR at 40, while there is no data available on the 
level of service for the pavement condition in the 
Caltrans data.  

In conclusion, the solutions obtained from the 
MOO are far superior in comparison with the 
conventional time-based maintenance warrants used by 
the California DOT. The Pareto-front gives a wide range 
of flexibility with the option of trade-offs between the 
two objectives. The pavement is the only asset item that 
is being considered in this research study and its 
formulation whereas in the future, more asset items can 
be incorporated in the algorithm to acquire a more 
holistic approach towards the predictive maintenance 
optimization problem. Moreover, the approach can be 
applied to more research cases in addition to California 
DOT data to test the model and its efficiency. Application 
of the optimization model to a more complex highway 
asset management scenario with the possibility of 
multiple intermediate maintenance actions will give a 
better result that will help in decision-making with 
greater confidence. 
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Abstract -
Segmentation tasks in computer vision have been adopted

in various studies in the civil engineering domain to provide
accurate object locations in images. However, preparing an-
notation to train segmentation models is a time consuming
and costly process, which hinders the use of segmentation
models in vision-based applications. To address the problem,
this study proposes a fusion model integrating self-supervised
equivariant attention mechanism (SEAM) and sub-category
exploration (SC-CAM) to generate pseudo labels in the form
of polygon annotation from bounding box annotation that
is relatively easy to obtain. To test the performance of the
fusion model, a public data set—Advanced Infrastructure
Management Group (AIM) dataset—for construction object
detection was selected to generate pseudo labels; the effec-
tiveness of pseudo labels was measured by the segmentation
performance of a feature pyramid network (FPN) trained
with the pseudo labels. FPN showed the mean intersection
over union (mIoU) score of 86.03%, demonstrating the po-
tential of the proposed fusion model to reduce the manual
annotation efforts in preparing training data for segmenta-
tion models.

Keywords -
Weakly supervised learning; Semantic segmentation;

Pseudo labels; Training data preparation

1 Introduction
Semantic segmentation is an important task in vision-

based analysis, providing pixel-level annotation to repre-
sent exact object boundaries. There are various applica-
tions of segmentation tasks in civil engineering domain
such as construction site monitoring and infrastructure
damage assessment.
The quantity and quality of training data greatly affects

the performance of semantic segmentation models. The
time spent for annotation shows a positive correlation to se-
mantic segmentation’s performance [1]. This is a general
phenomenon in deep learning applications which require
a lot of training data to acquire better performance and

generalization capability. However, polygon annotation
for semantic segmentation can be overly time consuming
in comparison to preparing annotation for object detection
and classification tasks. To minimize the time and cost
of annotation, weakly supervised learning can be used.
In weakly supervised learning, imperfect data are used to
train segmentation models. For example, segmentation
models can be trained with bounding box annotation by
treating the entire box as a target class region. Likewise,
segmentation masks of an object of interest can be gener-
ated from images with class activation mapping (CAM) to
generate pseudo labels for training segmentation models.
CAM often represents a discriminative part of the ob-

ject only, instead of localizing the entire object, resulting
in producing incomplete pseudo labels. Previous studies
have utilized consistency regularization on CAMs [2], and
a self-supervised task [3] to generate accurate pseudo la-
bels for the Pascal Visual Object Classes Challenges 2012
(VOC2012) [4]. Nevertheless, there has been a lack of
detailed investigation on difficult datasets in which the tar-
get classes have visual similarity. VOC2012 contains 20
distinctive object classes from animals, transportation ve-
hicles, furniture, and etc. Thus, it presents clear visual
differences between target classes for pseudo label gener-
ation. On the other hand, a dataset contains 20 different
vehicle brands can bemore challenging to generate pseudo
labels covering entire vehicles. Because models tend to
focus on the most distinctive part of vehicles such as the
logo of vehicles rather than captures the entire body. This
issue can also be found in the AIM dataset having con-
struction machines only. To address the challenge, this
study propose a novel architecture integrating SEAM and
SC-CAM features to generate accurate pseudo labels.
For experiment, the AIM dataset is used, which con-

tains five object classes—dump trucks, excavators, load-
ers, mixer trucks, and rollers—with a total of 2,721 images
and 2,873 vehicle instances as shown in Table 1. Examples
of the AIM dataset is shown in Figure 1. AIM dataset’s
construction vehicle classes share a considerable degree
of visual similarity. For example, wheels and front win-
dows between mixer trucks and dump trucks look similar;

41

mailto:chernw1@udayton.edu
mailto:vasari1@udayton.edu
mailto:tnguyen1@udayton.edu
mailto:hongjo@yonsei.ac.kr


39 𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

Figure 1. Examples of AIM dataset. The construc-
tion vehicles from top to bottom and left to right are:
loader, mixertruck, dumptuck, excavator, and roller.

Table 1. AIM Dataset Statistics.
Vehicle Types Number of Instances
Dumptruck 762
Excavator 413
Loader 714
Mixertruck 632
Roller 352
Sum 2,873

wheels between loaders and excavators show similar ap-
pearances. Construction vehicles from the AIM dataset
also possess highly distinct features, such as the boom of
excavators, the drum of rollers, the mixing drum of mixer
trucks, the dump box of dump trucks, and the bucket of
loaders, which can lead to over-attention to the distinc-
tive part in CAM. This can result in low-quality pseudo
labels for semantic segmentation as the trained classifica-
tion models may not learn the entire appearance of objects
for classification. Instead, the models only pay attention
to the most discriminative features from the target objects,
resulting in poor pseudo labels which do not cover en-
tire target objects. It was found that the fusion model of
self-supervised equivariant attention mechanism (SEAM)
[2] and weakly-supervised semantic segmentation via sub-
category exploration (SC-CAM) [3] with random erase
data augmentation can mitigate this issue to improve the
quality of the pseudo labels. The experimental results
showed that the feature pyramid network (FPN) [5] for
semantic segmentation model recorded the mIoU score of
86.03%.

This study propose a novel model combining two differ-
ent architectures (SEAM& SC-CAM) along with the data
augmentation of random erase [6] to improve the quality
of the pseudo labels as shown in Figure 2.

2 Methodology
The proposed fusion model incorporates methods that

encourage models to pay attention to more foreground re-
gions for better pseudo labels from SEAM and SC-CAM
as shown in Figure 2. SEAM architecture modifies the
self-attention module for weakly supervised pseudo labels
generation. SC-CAM approaches the same goal by asking
models to distinguish differences within the same class,
askingmodels to look at the entire objects for sub-category
classification. A common way to generate pseudo labels
for semantic segmentation is to use classification mod-
els and their CAM [7]. CAM visualizes the attentions
of classification models, and it highlights the visual fea-
tures contributed to classification. However, CAM itself
is hardly used as training data for semantic segmentation
as the pseudo labels usually cover the most discrimina-
tive features only as shown in Figure 3. mIoU is used
as the performance metric to evaluate the performance of
segmentation models as it measures the degree of overlap
between ground truth and predicted masks across all target
classes. It is formulated as follows:

𝐼𝑜𝑈 =
𝑔𝑡 ∩ 𝑝𝑡
𝑔𝑡 ∪ 𝑝𝑡

, (1)

𝑚𝐼𝑜𝑈 =

𝐶∑︁
𝑛=1

𝐼𝑜𝑈𝑛

𝐶
, (2)

where 𝑔𝑡 represents ground truth masks, 𝑝𝑡 represents
predicted masks, and mIoU is an average of IoU scores
from all target classes.

2.1 Self-supervised Equivariant Attention Mecha-
nism

SEAMarchitecture proposed a pixel correlationmodule
(PCM) and a smaller-scaled branch siamese network to
teach classification models to pay more attention to the
entire region of target objects. PCM adopts the concept
of self-attention [8] to extract contextual information. It
takes features maps from two convolutional blocks and
the RGB image to form the self-attention map that is then
used to correct original CAM. The formula of PCM can
be formulated as:

𝑦′𝑖 = 𝑅𝑒𝐿𝑈 (
∑

∀ 𝑗 𝑒
𝜃 (𝑥𝑖)T 𝜃 (𝑥 𝑗 ) · 𝜙(𝑦 𝑗 )∑
∀ 𝑗 𝑒

𝜃 (𝑥𝑖)T 𝜃 (𝑥 𝑗 )
), (3)

where 𝑥 represents the featuremaps input, 𝑦′ represents the
refined CAM, 𝑦 represents the original CAM, 𝜃, and 𝜙 are
two 1x1 convolutions as embedding functions. The refined
CAM further normalized by the sum of the attention map
and a ReLU function.
Wang et al. [2] also discovered a unique phenomenon of

CAM that classificationmodels’ attention on target objects
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Figure 2. An overview of SEAM + SC-CAM architecture for weakly supervised pseudo labels generation for
semantic segmentation.

Figure 3. Examples of models paying attention to
the most discriminative features. The construction
vehicles from top to bottom and left to right are:
roller, mixer truck, excavator, and dump truck

is affected by an input resolution. That is, as input res-
olution is reduced, the output of its corresponding CAM
tends to cover the entire foreground regions more. As the
result, SEAM creates a siamese network that takes two in-
put images—an original-scale image, and a down-scaled
image. The two images generate two sets of CAM. The
two sets including the original CAM and refined CAM

are then regulated by an equivariant cross regularization
(ECR) function which is used as a loss function. This
function is formed by two L1 norms as follow:

𝐸𝐶𝑅 = | |𝐶𝐴𝑀 − 𝐶𝐴𝑀 ′
𝑠 | |1 + ||𝐶𝐴𝑀 ′ − 𝐶𝐴𝑀𝑠 | |1, (4)

where𝐶𝐴𝑀 represents outputs from inputs of the original
scale, 𝐶𝐴𝑀 ′ represents outputs refined by PCM, 𝐶𝐴𝑀𝑠
represents output from inputs of the smaller scale, and
𝐶𝐴𝑀 ′

𝑠 represents output refined by PCM from inputs of
the smaller scale. ECR uses 𝐶𝐴𝑀 and 𝐶𝐴𝑀𝑠 as ground
truth to guide𝐶𝐴𝑀 ′ and𝐶𝐴𝑀 ′

𝑠 (output by PCM), because
𝐶𝐴𝑀 and 𝐶𝐴𝑀𝑠 are guided by the classification labels.
In another words, 𝐶𝐴𝑀 and 𝐶𝐴𝑀𝑠 are used to optimize
PCM using L1 functions to extract contextual features.

2.2 Sub-Category Exploration

In addition to useCAMfromdownscaled inputs to guide
the original inputs’ CAM, this study adopts an idea of
SC-CAM called sub-category exploration which also en-
courage classification models to pay more attention to the
entire foreground regions. Instead of training a regular
classification model with CAM to visualize and output the
features as pseudo labels, SC-CAM also cluster each target
class into K sub-clusters for training as follow:

Class = {𝐶1, ..., 𝐶𝑁 }, (5)
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Class𝐾 = {𝐶11, 𝐶12..., 𝐶1𝐾 , ..., 𝐶𝑁1, 𝐶𝑁2..., 𝐶𝑁𝐾 }, (6)
where N represent number of classes, K represents the
number of sub-cluster to each class. The total number of
classes for sub-cluster will be 𝑁×𝐾 classes. The sub-class
clustering is conducted by K-Mean clustering after images
were encoded into feature vectors by a pre-trained ResNet
model.
As the result, models are trained with both one-hot la-

bels by Equation 5 and 6. With sub-category during train-
ing, models not only learn to recognize differences be-
tween original target classes, but also forced to pay more
attention to the entire images to distinguish differences be-
tween each sub-cluster as shown in Figure 2 at the top-right
corner.

2.3 Post-Processing Step

Although the fusion model of SEAM and SC-CAM can
improve the quality of CAM, it may still fail on covering
some foreground regions. This study follows SEAM and
SC-CAM’s post-processing procedure of applying dense
condition random field (CRF) [9] to the output CAMs.
CRF is able to improve the CAM results from the fusion

model as shown in the Figure 4. The output of CRF will
then be used as pseudo labels to train FPN models.

3 Experimental Results
In this study VOC2012 was combined with the AIM

dataset to increase the visual diversity of the dataset. How-
ever, the segmentation performance was only evaluated on
the AIM dataset. The complete experiment steps are as
follow:

1. Train the fusion model as shown in Figure 2 with
classification labels from VOC12 & AIM datasets.

Figure 4. Examples of applying CRF to the fusion
model’s CAM results. From left to right column:
RGB images, CAMs, and CRF results.

2. Generate pseudo labels as shown in the third column
in Figure 4 for the AIM dataset only.

3. Train the FPN semantic segmentation model with the
generated pseudo labels.

4. Evaluate FPN’s mIoU score with human-annotated
ground truth segmentation labels of the AIM dataset.

The prediction results of the FPN trained with pseudo
labels generated from the fusion model is shown in Figure
5. The results demonstrate that the trained FPNmodel can
capture boundaries of loaders, rollers, and dumptrucks.
The mIoU score for the FPN model trained with human-
labeled ground truth is also shown as the baseline for per-
formance comparison as shown in Table 2. The proposed
method achieves mIoU of 86.03%. This result indicates
that segmentation models can be trained without human-
annotated segmentation masks.

Table 2. Performance of the trained FPN models.
(Second column) The FPN trained with pseudo la-
bels from the fusion model. (Third column) The
FPN trained with ground truth labels.

Object Class P.L. Scores G.T. Scores
Background 80.78 97.55
Dumptruck 87.19 97.55
Excavator 83.44 97.57
Loader 83.72 97.4
Mixertruck 92.71 99.5
Roller 88.39 99.1
mIoU 86.03 98.11

4 Conclusion
The study aims to increase the quality of semantic seg-

mentation pseudo labels in a weakly-supervised manner
with classification labels only. To achieve this, this study
proposed a fusion model integrating SEAM and SC-CAM
to generate pseudo labels and conducts experiments with
the AIM dataset. The proposed method demonstrates the
ability to generate effective pseudo labels for semantic
segmentation models. The FPN model trained with the
pseudo labels achieved the mIoU score of 86.03%.
A potential improvement for better pseudo label quality

can be made through the change of loss function to the
ECR function as shown in Equation 4. ECR contains
two L1 norm functions to regulate PCM for extracting
contextual features which can generate better pseudo label
quality. However, L1 norm function is a distribution-based
function where the error is accumulated from all CAM
pixels. Thus, the L1 loss function can be dominated by
the classes which contain more instances (data imbalance)
such as the dump truck class as shown in Table 1. Region-
based loss functions such as Jaccard loss [10], or Dice loss
[11] can be used to replace the L1 norm functions in ECR
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Figure 5. Prediction results of the FPN model trained by pseudo labels.

function as region-based loss functions are commonly used
in segmentation tasks.
In addition, Zlateski et al. [1] points out that mixing

a small amount of human-labeled fine annotations with a
majority of coarse annotations can reach similar perfor-
mances as using fine annotation. Therefore, it is expected
the performance will be better if a small amount of fine
annotation is included.
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Abstract –  

The use of robotics in construction projects is still 
in its infancy despite the opportunities that robots can 
present to the improvement of construction practices. 
One of the strategies to effectively increase the 
reliance on robots in construction is increasing the 
knowledge and improving the educational programs 
about robotics for university students. This paper 
contributes to the ongoing efforts around the world to 
improve the teaching methods about construction 
robotics through the presentation of a novel method 
that is called “Imagine and Make”, in which students 
learn how to integrate robotics in different aspects 
and practices in construction projects. The method 
has been applied at Centrale Lille in France since 
2018. The results of the application of “Imagine and 
Make” in the first semester in 2021-2022, evaluation 
by students, and teaching outcomes are reported in 
this paper.   

 
Keywords – 

Robotics; Construction management techniques; 
Construction 4.0; Robotics teaching; France 

1 Introduction 
Poor productivity, resistance to adopting technology, 

shortage of skilled workers, and poor quality are amongst 
the most serious challenges that face the construction 
industry [1–4]. Studies showed that while many sectors 
(e.g. manufacturing) are witnessing a noticeable increase 
in productivity rates, productivity has been decreasing in 
the construction industry for years [1]. Additionally, the 
industry is threatened by the decreasing numbers of 
skilled young laborers. Research reported difficulties in 
replacing aging and retiring laborers in construction 
projects and resistance by the young workforce to enter 
the sector due to the great physical efforts while 
performing repetitive and difficult construction activities, 
high levels of injuries, and poor safety standards [5], [6].  

Robotics can contribute to providing solutions to face 

these difficulties. This is because robots can be integrated 
into countless activities and provide workers with 
assistance to manage dangerous activities and perform 
repetitive tasks [3], [7–15]. The use of robots in these 
activities may not only contribute to productivity and 
efficiency improvements but also may help to improve 
safety standards and to attract more workforce to enter 
the construction industry and face the workforce 
shortages problems [6]. Moreover, the use of robots in 
construction operations can help to improve the precision, 
speed, and quality of construction work and avoid defects 
due to the use of advanced technologies (e.g. sensors, 
laser-based methods…etc.) [3], [16–18]. 

Nevertheless, despite the presence of some studies 
that expect a remarkable increase in robots’ use in the 
construction projects in the next few years [6], and 
despite the presence of some cases in which robots were 
used on construction sites since the 1980s [4], robotics 
face several barriers to be normalized in the construction 
industry and their adoption levels in the industry are still 
very low. In addition to the impact of the cost and time-
related barriers, the lack of sufficient knowledge about 
new managerial principles and technological advances, 
lack of skilled team, resistance to change and to adopt 
new practices and technologies by managers and 
employees, and poor leadership are amongst the most 
affecting factors to adopt robotics in the construction 
industry [19–25]. 

The role of educators in educational institutes is not 
only to provide higher levels of knowledge about 
advanced concepts, technologies, and construction 
practices but also to prepare future leaders who can create 
and lead the transformation and reduce the resistance to 
change. Nevertheless, the literature still has only a 
limited number of studies that reported construction 
robotics teaching experiences for students [6], [26–28]. 

Within the scarcity of the studies about robotics 
teaching in the field of construction, this paper tries to 
contribute to the efforts that have been made so far and 
aims to report an experience about the use of a method 
that is called “Imagine and Make”. This method was used 
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to deliver training about construction robotics for 
students at a school of engineering “Centrale Lille” in 
France. The following section presents the materials and 
methods of the study by explaining the bases of “Imagine 
and Make”, the design of the study, the participants in the 
study, and the evaluation of the results. Then, the paper 
reports the prototypes and the results of the study. Finally, 
the paper reports the conclusion, implications, limitations, 
and direction for future research.  

2 Materials and Methods 
This section explains what is “Imagine and Make” 

and shows how it was developed, the theoretical basis 
behind it, how it is usually organized, and what are the 
evaluation criteria that are used to evaluate the provided 
projects by students. The section also explains the design 
of the current study, the participants, and the used 
methods to evaluate the effectiveness of “Imagine and 
Make”. 

As part of previous research, the authors of this paper 
have done extensive research in developing a systems 
engineering framework for the holistic development of 
novel construction robot applications [29–31]. The 
authors have tested this framework as part of several 
industry-grade and research-grade robot development 
projects (for example, [32]). The work presented in this 
paper, states an attempt to translate the gained 
experiences in tune with project-based, iterative state-of-
the-art teaching methodologies (for example, [33], [34]) 
into a hands-on teaching methodology. The development 
of construction robots needs to follow a systematic 
approach since it is conducted in an extremely 
interdisciplinary and complex area in which the lack of 
data and previous experience poses a high risk for 
developers and investors.  
 
Through “Imagine and Make” students shall learn to 
understand the underlying value chains of innovation 
processes. After the participation in the course, they shall 
be able to handle actively a complex process that 
interlinks and iterates between analytical thinking, 
abstract planning skills, project-based integration, and 
technology transfer strategies. As such the students will 
be able to initiate and guide digital, robotic innovation in 
the organizations for which they will work in the future.  

2.1 What is “Imagine and Make” 
Centrale Lille is a graduate engineering school that is 

located in the north of France and has roots that go back 
to 1854. The school has different engineering programs 
for master’s students and doctoral candidates. The 
Centralien Engineering Programme is the teaching 
program that gathers students who finished two/or three 
years of undergraduate studies and allows them to spend 

three years and get a master’s degree in engineering.  
In 2018, Centrale Lille started a new teaching method 

that is called “Imagine and Make” for its students in the 
Centralien Engineering Programme. This method is 
based on gathering students for one week (five working 
days) and allowing them to work on a selected topic 
during this week. 

The targeted topic for the last three years was 
construction 4.0. In this module, students have 
opportunities to have lectures about construction 4.0, 
read and see some practical examples, interact with 
experts from research and industry, work in teams, make 
prototypes, and present the results of their work. 
Accordingly, students have the chance to learn from: 
- Lectures 
- Reading materials 
- Audio-visual tools 
- Demonstration 
- Discussion within the team and with experts 
- Conducting research 
- Practicing by doing prototypes 
- Presenting their results 

The lectures are mainly divided into two types of 
lectures; the first one is the introductory lecture, which 
aims to explain the overall structure of “Imagine and 
Make”, objectives, and evaluation criteria for the 
prototypes (3 hours). While the second type of lecture is 
presentations that are provided by experts from industrial 
partners (9 hours). The lectures provide students with 
audio-visual tools, some useful references, success 
stories, and practical examples about some new 
managerial principles and technological advances in the 
field of construction. Apart from the time that is devoted 
to the lectures, students have to use their time freely to 
develop their ideas (Imagine) in two days and to translate 
the idea into a physical prototype in the other three days 
(Make). 

2.2 Design of the study 
Figure 1 shows the structure of “Imagine and Make”. 

The discussed topic for the year 2021-2022 was 
“Construction robotics”. During this year, two rounds of 
“Imagine and Make” were conducted; the first one was 
in October and the second was in November. To study 
the targeted topic, students were asked to use “Spot®” 
from “Boston Dynamics” (shown in Figure 2) as an 
example of a type of robot that can be used in the 
construction industry and to develop a prototype that 
explains one of the applications of the robot in the 
industry. Spot® is a new robot that was presented to the 
market in late 2019 and its launching was faced by the 
impact of the COVID-19 crisis; however, it has shown 
promising applications in different fields and operations 
[35–37]. Therefore, Spot® serves as a clear example of 
mobile robots that can be understood by students, and its 
use may bring positive attitudes about the usability of 
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robotics in the construction industry.  

 
Figure 1. Structure of "Imagine and Make" 

 
Figure 1. Spot® Robot [38] 

The work in the two rounds started with the reception 
of the participants (179 students: 93 in the first round and 
86 in the second round). Students were in their second 
year in Centralien Engineering Programme. 

The introductory lecture presented an introduction to 
the concepts of industry 4.0, construction 4.0, advanced 
techniques in construction management, and robotics in 
construction. It also presented some examples of the use 
of different types of robots in construction and the use of 
Spot® in other industries. It also summarizes the 
objectives of the week, the structure of “Imagine and 
Make”, the requested deliverables, and the evaluation 
criteria for the deliverables. The deliverables of the week 
and the grade given for each deliverable are as follows: 
- Physical Prototype (40%) 
- Final report (30%) 
- 3-minute video about the prototype (15%) 
- 5-minute oral presentation (pitching) (5%) 
- Business plan and annexes (10%) 
The deliverables have to address the following criteria: 
- Clarity of the design and the idea 
- Functionality of the prototype 
- Collaborative work and roles within the team 
- Sustainability and environmental impact 
- Benchmarking, originality, and relation to the 

literature and research 
- Clarity of the used methodology 
- Marketing and commercial considerations.  
During the whole week, students were able to reach eight 
experts and researchers in the fields of construction 4.0 
and project management. The role of experts included 
explaining the objectives, answering questions about 
research sources, and supervising the overall progress. 

Students were also able to get assistance from the lab of 
the engineering school (FabLab), which helped students 
to find needed materials for the prototypes and to cut and 
handle materials. 

2.3 Survey development 
In addition to the value of the deliverables provided 

by the students and the live experience of dealing directly 
with robots, two surveys were used at the beginning 
(pretest) and the end of the week (posttest) to evaluate the 
effectiveness of “Imagine and Make”. The two surveys 
shared two sections, which are “self-efficacy” and 
“knowledge gain”, and an additional section was added 
to the posttest and which aimed to assess the levels of 
satisfaction among students with the experience of 
“Imagine and Make”. 

Self-efficacy is one of the most important measures 
in business, educational, and psychological sciences [39], 
[40]. Self-efficacy refers to the beliefs of the individuals 
about their capacities in a given situation and their 
abilities to organize and execute a specific set of tasks 
and actions [41], [42]. High levels of self-efficacy are 
associated with better quality and higher efficiency and 
effectiveness in the work environment and low levels of 
self-efficacy are among the reasons for having 
incomplete tasks even with the presence of high levels of 
knowledge and skills [42]. With students, self-efficacy 
affects objectives setting, goals achievement, future 
choices of activities, and learning outcomes [39], [43], 
[44].  

According to Selby et al [45], teaching robotics 
should aim at increasing self-efficacy for learners to 
increase their intrinsic interest in dealing and interacting 
with robots. Therefore, the pretest and post-test surveys 
in this study used a set of items to assess the 
improvements in the levels of self-efficacy due to the 
presentation of “Imagine and Make”, and the current 
study tests the following hypothesis: 

H1: “Imagine and Make” helped to improve self-
efficacy levels toward robotics use among the students. 

To assess the levels of self-efficacy before and after 
“Imagine and Make”, ten items were adopted from the 
studies of Selby et al [45] and Mallik et al [46]. For this 
section, students were asked to put their answers using a 
five-point Likert scale ranging from “Not confident at all 
to do the following task” to “Completely confident that I 
can do the task”. 

The second section of the survey aimed to assess the 
knowledge gained by using six questions that were 
developed to study the improvement in familiarity with 
some terms in the field of robotics. The six questions 
were about the term “robotics”, robots’ characteristics, 
robots’ components, degrees of freedom, and design of 
robots. For each question, the choices carried only one 
correct answer, one choice of “I do not know”, and other 
wrong choices (four wrong choices for all questions 
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except one question that was a True/False and “I do not 
know” question”). The knowledge gain was assessed 
based on the improvements in the number of correct 
answers. 

The post-test had an additional section to assess the 
levels of satisfaction among the students with “Imagine 
and Make”. The section had seven items, in which a five-
point Likert scale was used to test the satisfaction with 
different statements and ranges from “strongly 
dissatisfied” to “strongly satisfied”. The section also 
included two open-ended questions to report the most 
liked things about “Imagine and Make” and the areas for 
improvement in future experiences. 

The survey was developed using Google Forms and 
distributed to the students at the beginning and at the end 
of the week to be filled online. Out of 179 students, 166 
responded to the survey with a response rate of 92.74%. 

3 Results 

3.1 Deliverables 
By the end of each week in the two rounds of 

“Imagine and Make”, students were able to deliver all the 
requirements including porotypes, videos, reports, 
presentations, and business models for their work. The 
total number of the groups was 22 delivering different 
ideas about the use of the dog robot in the construction. 

The ideas aimed to solve several problems and 
challenges faced in construction projects and covered 
different aspects such as safety and security on the 
construction site, productivity improvement, logistics 
management, and sustainability. Furthermore, in addition 
to making things by hand in the lab (Figure 3), students 
used several applications to deliver their ideas; including 
artificial intelligence (AI) and machine learning (ML), 
3D printing, sensors, 2D and 3D plans, and drawings, 
simulation, cameras, thermal analysis, and others. 
 

 
Figure 3. A picture from the lab during “Imagine 

and Make” 
 

Examples of the developed prototypes included 
detection of construction tools and delivery them to 
workers, detection of physical wastes that can hinder the 
safe movement of workers on site (Figure 4), inspection 
of cracks in buildings and elements, identification of 

potential hazards onsite (ledges, under cranes areas, 
misplaced tools) (Figure 5) inspection for intruders on 
site (Figure 6), inspection for commitments to personal 
protective equipment (PPE) onsite (Figure 7), presenting 
cooling system for workers that are working in a hot 
climate (Figure 8), development of a system to repair gas 
pipes (Figure 9), guiding people with vision impairment 
(Figure 10), marking on construction site (Figure 11-12), 
managing materials storage using Radio Frequency 
Identification (RFID)-based system (Figure 13), and 
others. 

 
Figure 4. Detection and collection of wastes onsite 

 

 
Figure 5. AI-controlled robot to make a 

Simultaneous localization and mapping (SLAM) of the 
environment to identify potential hazards on site 

 

 
Figure 6. Use of MA to inspect for intruders onsite 
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Figure 7. Inspection for hard hat onsite 

 

 
Figure 8. Use of 3D printing to design a cooling 

system for workers in hot climates 
 

 
Figure 9. Development of a system to repair leaks 

areas in gas pipes 
 

 
Figure 10. Use of robot dog to guide people with 

vision impairments 
 

 
Figure 11. Use of Spot® Robot to do marking onsite  

 
 

 
Figure 12. RFID-based system to manage materials 

3.2 Survey Results 
The analysis of the collected data was done using the 

statistical package for the social science (SPSS) version 
25.0, and it covered the follows: 

- Testing the reliability of the measurement tool 
by testing the consistency in the tool across the time and 
the different items using Cronbach’s Alpha, which is 
supposed to be higher than 0.6 [47]. 

- Calculating the means and standard deviations 
to identify the levels of pre and post-training self-efficacy 
and satisfaction among students at the end of the training.  

- Testing the hypothesis H1 (improvements in 
self-efficacy levels) using “Paired t-test”, which is an 
inferential statistical method that compares the 
differences in the mean values when the data is collected 
in pairs (e.g. pretest and post-test) [48]. 

- Calculating the frequencies of the correct 
answers to the questions about the familiarity with 
robotics to assess the knowledge about the topic before 
and after the training. 

Additionally, a qualitative analysis was conducted to 
analyze the results from the open-ended questions. The 
analysis was based on inductive thematic coding analysis 
through analyzing the text to find the frequent, significant, 
and emerging themes that are inherent in the data [49]. 

3.2.1 Reliability 

The analysis showed that Cronbach’s Alpha was 
(0.872) for the pretest survey and (0.920) for the posttest 
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survey. As the value of Cronbach’s Alpha exceeds 0.6, 
this indicates that the used scale is reliable and has a high 
level of internal consistency. 

3.2.2  Self-efficacy 

Self-efficacy levels are shown in Figure 13. The 
analysis revealed that the overall self-efficacy had a mean 
of (2.35), and raised after the training to reach (3.27). The 
analysis showed increases in the means for all items that 
were used to assess self-efficacy. The highest increase 
was in “Know how to program a robot or additive tool”, 
“Perform a design for a robot”, and “construct a robotic 
prototype”. 

The results from paired t-test showed significant 
differences between the pretest and post-test means for 
all items and the overall self-efficacy P-value was less 
than (0.001) for all comparisons. This indicates that 
hypothesis H1 could not be rejected and that “Imagine 
and Make” helped to improve self-efficacy levels toward 
robotics use among the students. 
 

 
 

Figure 13. Self-Efficacy levels before and after 
"Imagine and Make" 

3.2.3 Knowledge gain 

Figure 14 shows the number of correct answers for 
each question used in the pre and post-tests. The figure 
shows an increase in the number of correct answers for 
all questions; especially question three, which was about 
the components of the robot. 

3.2.4 Satisfaction with “Imagine and Make” 

Table 1 shows the level of satisfaction with “Imagine 
and Make”. The analysis showed that, overall, students 
were satisfied with the experience of “Imagine and Make” 
as the mean value was (3.97) out of (5.00). The highest 
rate was for the opportunity the students had to think 
about the different practices in the construction projects, 
then helping them improve their teamworking skills.  
 

 
Figure 14. Knowledge gain before and after “Imagine 

and Make” 
 

Table 1. Satisfaction levels with “Imagine and Make” 

Item Mean SD 
I am satisfied with "Imagine and 
Make" 

4.084 0.81 

My interest in robotics increased after 
"Imagine and Make" 

3.663 0.99 

"Imagine and Make" helped me to 
understand the use of robots in 
construction 

3.910 0.89 

"Imagine and Make" helped me to 
think about different practices in the 
construction industry 

4.187 0.87 

"Imagine and Make" helped me to 
enhance my innovative thinking 

3.934 0.84 

"Imagine and Make" helped me to 
improve my team working skills 

4.072 0.92 

"Imagine and Make" met my 
expectations 

3.940 0.96 

Overall Satisfaction 3.970 0.69 

The qualitative analysis revealed that team working 
and collaboration, freedom of prototype development 
and topic selection for the teams, challenging 
deliverables, ability to work on a practical topic and deal 
with a real robot, presentations by the experts, and ability 
to do things by hand in the lab were among the most 
frequent themes mentioned by the students when they 
were asked about the things that they like most in 
“Imagine and Make”. In turn, the most frequent 
suggestion was increasing the time allocated to the 
training for more than one week. 

4 Conclusion 
This paper reports a novel method to teach construction 
robotics by giving the students the opportunity to freely 
and collaboratively search for the applications that can 
integrate robotics into the construction field. This method 
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helped students to be in touch with both academic 
literature and practical applications. It also allowed them 
to integrate different types of technologies and tools 
while making their prototypes. This pedagogic method 
can be applied in several areas in construction 4.0 and 
even in other fields and sciences.  
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Abstract 
The current decision-making practices in road 

construction, are largely based on tacit knowledge, 
craftsmanship, tradition, and custom. This results in 
considerable variability in the execution of projects 
and deviation between as-planned and as-executed 
practices. The current simulation-based planning 
techniques are limited because they tend to present 
spatial and temporal characteristics of projects 
separately. This segregated approach ignores the 
interdependencies between spatial and temporal 
aspects of projects specially with respect to safety and 
process quality assessment. This is more palpable in 
the asphalt compaction projects because the quality 
of the compaction depends on a myriad of temporal 
(e.g., compaction speed) and spatial (e.g., homogenous 
compaction of the mat) parameters. Therefore, this 
research aims to develop a novel framework to 
capture the factors affecting the compaction process 
in a holistic manner and translate them into relevant 
decision variables. This framework achieves this 
objective by integrating simulation and virtual reality 
technologies. In this framework, simulation is 
responsible for capturing the affecting factors and 
generating temporal decision variables, whereas VR 
virtualizes them and provides high (3D) spatial 
assessment and awareness. A prototype is developed 
and tested with ASPARi case studies to demonstrate 
the feasibility of the framework. It is shown that 
compared to current planning practices, the 
integrated model can significantly improve various 
aspects of planning the construction process, 
especially by improving awareness among decision-
makers concerning the development of more 
standardized compaction patterns. 

Keywords – 
Simulation; Virtual Reality; Compaction; 

Planning 

1 Introduction 
The ultimate performance of asphalt pavements is 

predicated on the asphalt mix (i.e., design) and the 

compaction process (i.e., construction). While a good 
design is crucial for high-quality pavement, it is shown 
that the compaction process plays a more important role 
in explaining variability in asphalt quality [1,2,3]. This is 
mainly due to the fact that while the production of asphalt 
mix benefits from the highly controlled industrial 
environment of asphalt plants, the compaction process on 
the site is largely unstructured, experience-driven, 
uncertainty-laden, and more difficult to control [3,4,5,6]. 
Besides, compaction is a highly complex process that 
depends on and is sensitive to a myriad of factors, e.g., 
material properties, initial density, equipment, traffic, 
and environment [1,7]. This renders the control of the 
compaction process very difficult and strongly ties the 
success of compaction to meticulous and detailed 
planning.   

Miller [5] suggested that proper planning of the 
compaction process needs to (1) make the operational 
behavior explicit, (2) visualize the compaction process, 
and (3) engage all construction crew in the decision 
making. In recent years, construction simulation methods 
have been deployed for the planning of different types of 
operations. These methods are shown to be able to meet 
the above-mentioned requirements [8]. However, the 
current simulation-based planning techniques have a 
major shortcoming for application in compaction 
operations. It is mainly because the current methods tend 
to present spatial and temporal characteristics of projects 
separately. This segregated approach ignores the 
interdependencies between spatial and temporal aspects 
of compaction operations. This is especially important 
because proper planning of compaction requires 
concurrent consideration of temporal (e.g., compaction 
speed and delivery schedule) and spatial (e.g., 
homogenous compaction of the mat) parameters. In other 
words, while spatial modeling concerns itself mainly 
with planning at the strategic level of operation, tactical 
planning requires decision-making at the spatial level 
(i.e., precise compaction route planning). The fragmented 
modeling approach keeps strategic and tactical planning 
separate and forces planners to take a sequential planning 
approach, where first strategic decisions are made and 
then the tactical decisions are made. This separation 
ignores the intricate interplay between strategic and 
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tactical planning in compaction operations. Therefore, it 
seems to be more optimal to have an integrated platform 
that supports comprehensive and concurrent planning.  
Nevertheless, the existing compaction simulation models 
primarily focus on the temporal perspective (i.e., 
strategic planning) of the process and offer limited 
support for tactical planning. 

Virtual Reality (VR) has been successfully employed 
to increase the spatial awareness of construction 
processes [9]. Rekapalli [10] used VR to study complex 
earthmoving operations and argued that simulation-based 
VR could be an effective method to test and validate 
complex simulation models (i.e., identify and rectify 
possible errors in the simulation). Turner [11] and Akpan 
[12] demonstrated the potential benefits of integrating 
simulation and VR in different projects. However, to the 
best of the authors’ knowledge, the integration of VR 
representation of the asphalt process with the temporal 
simulation models has been seldom investigated.  

Therefore, the objective of this research is to develop 
a framework for the integration of temporal simulation of 
the compaction process and 3D spatial representation 
(i.e., through VR) to enhance the efficiency and 
consistency of the decision-making process and to 
support concurrent strategic and tactical planning. It is 
argued that this approach would open dialogue between 
compaction planners and operators and help them better 
sensitize themselves to the intricacies involved at 
different levels of compaction planning. In this integrated 
approach, the simulation could deal with the temporal 
decision variables, such as quantity and speed of 
equipment, roller passes, and translate them into relevant 
assessment indicators, i.e., time and cost. VR, on the 
other hand, could deal with the spatial decision variables, 
such as the areal output of equipment, rollers’ trajectory, 
asphalt cooling rate, and translate them into relevant 
quality indicators, i.e., compaction efficiency and process 
consistency.   

The remainder of the paper is structured as follows. 
First, the research methodology applied in this research 
is presented. Next, the requirements of the new 
framework are discussed. Subsequently, the proposed 
framework is explained in detail. This is followed by the 
presentation of the implementation and case study. 
Finally, the conclusions are discussed.  

2 Research Methodology  
This research applied a variation of the design 

research methodology [13]. Accordingly, the research is 
divided into four phases, i.e., literature review, 
requirement analysis, framework development, and 
synthesis. The first phase focused on acquiring relevant 
knowledge regarding the asphalt pavement industry, 
simulation methods, and VR platforms. Particularly, the 

interconnections, interdependencies, current decision-
making practices, and characteristics of the hot mix 
asphalt. This phase resulted in the identification of 
research gaps in the current body of knowledge 
concerning the integration of simulation and VR 
techniques for asphalt paving operations. In Phase Two, 
the essential requirements for the integrated model were 
obtained through interviews with asphalt experts in The 
Netherlands at both tactical and strategic levels. In Phase 
Three, the framework was developed. In this framework, 
Agent-Based Simulation (ABS) is integrated with a VR 
representation of the asphalt compaction process. To this 
end, the existing VR developed by previous research of 
the ASPARi group [14] was used. In Phase Four, the 
framework was implemented, verified, and validated. 
This was done by developing a prototype and then using 
it in a case study. The model was then validated in two 
different ways. First, its accuracy was assessed based on 
data from an actual compaction operation. Second, the 
usefulness of the model was assessed with the input of 
asphalt experts.  

3 Requirement Analysis for the New 
Framework 

To identify and analyze the requirements of the new 
framework, a set of four interviews were conducted with 
experts from BAM and Heijmans, i.e., two of the largest 
construction companies in The Netherlands. The 
interviewees from the former company belong to the 
tactical realm of project planning and their focus lies on 
asphalt construction projects. Both of them, while being 
part of academia, conducted research focusing on asphalt 
pavement. On the other hand, the experts from the latter 
company have been working on asphalt-related projects 
for several years. One interviewee had a more tactical 
background and gave a broader overview of the process, 
whereas the other was more experienced in the 
operational realm, providing relevant feedback from an 
operational point of view.  

Based on these interviews, the overall requirements 
of the integrated model have been identified as follows: 
(1) The model should provide the user with resource 
allocation alternatives, (2) The model should allow the 
user to evaluate different strategies with different fixed 
parameters, e.g., provide different strategies for two 
allocated (fixed) rollers, or provide different strategies 
for (fixed) paver speed, (3) The model should provide the 
user with relevant feedback about the quality of the 
compaction. The interviewees also pointed out the 
importance of considering the temperature issue during 
the compaction process. Every single phase of the 
process is affected by the asphalt-mix temperature. That 
being said, to properly represent the process in a 
simulation model, the asphalt cooling behavior needs to 
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be captured in the model.  
To be able to translate these high-level requirements 

to specific parameters that need to be molded in the 
integrated simulation, the experts were asked to identify 
the operational factors involved in asphalt compaction 
processes. Then, these factors are divided into fixed input 
parameters and decision variables. The fixed parameters 
refer to the factors that cannot be altered in the planning 
phase, such as layer thickness, mixture design, road 
geometry. In contrast, the decision variables, i.e., 
equipment speed, equipment output, compaction strategy,  

are the factors that fall into the decision-makers’ 
hands and, consequently, can be modified within the 
model. To illustrate, Figure 1 and Table 1 present the 
parameters and decision variables, respectively. In 
essence, the integrated model needs to capture all these 
parameters and allow the planners to capture them in 
their decision-making.  

4 Proposed framework 
This research proposes a hybrid, i.e., simulation and 

VR, planning model for the simulation of asphalt 
compaction operations.  

In this platform, simulation is responsible for 
capturing the parameters described in Table 1, and 
generating temporal decision variables, i.e., the quantity 
of trucks, equipment output, and average speed. Then, the 
simulation feeds all the factors to the VR, in which 
virtualization of all the planning decisions takes place. 
Within this environment, the decision-maker is able to 
evaluate the spatial decision variables, i.e., roller 
trajectory, length of roller track, and distance Paver-
Roller. On top of that, the VR offers operational quality 
feedback for the work done. 

Figure 2 depicts an overview of the proposed 
framework, which is divided into five phases, i.e., Data 
Collection, Simulation, Integration, VR, and Strategy 
Assessment. The first phase begins with the collection of 
the parameters shown in Table 1. Afterward, the data is 
organized and initial values for the decision variables are 
computed. Specifically, the paver and roller speed, length 
of roller track, and roller trajectory.  

Then, the data is fed to the ABS simulation, and the 

user can assess, in virtual real-time and 2D, the 
equipment movement, paved surface, and the asphalt mat 
cooling. Once the simulation is finished, it is possible to 
evaluate the paver and roller output (m2/h) along the 
entire process. Subsequently, the integration phase 
translates the thermal and equipment behavior into data-
driven physics and data-driven agents for the VR, 
respectively [15].  

Table 1. Relevant factors for the asphalt compaction 
modeling 

Factor Unit Type of 
factor Category 

Available time for operations  Parameter - 
Mixture properties - Parameter Mat. properties 
Road geometry m Parameter Mat. properties 
Pavement dimensions m Parameter Mat. properties 
Delivery temperature °C Parameter Mat. Properties 
Asphalt cooling rate  Parameter Environmental 
Distance asphalt plant-site km Parameter Equipment 
Truck capacity m3 Parameter Equipment 
Truck cycles - Parameter Equipment 
Waiting periods - Parameter Equipment 
Number of trucks # Variable Equipment 
Quantity of pavers # Parameter Equipment 
Width/screed width m Parameter Equipment 
Flow stoppers - Parameter Equipment 
Areal output m2/h Variable Equipment 
Average paver speed m/min Variable Equipment 
Quantity of rollers # Parameter Equipment 
Number of passes # Parameter Equipment 
Roller’s width m Parameter Equipment 
Overlap m Parameter Equipment 
Average roller speed m/min Variable Equipment 
Length of roller track m Variable Equipment 
Distance paver-roller m Variable Equipment 
Roller trajectory - Variable Equipment 
Areal output (capacity) m2/h Variable Equipment 

Next, the user can evaluate the impact of their choices 
on the asphalt mat, such as equipment movement, mat 
cooling, and rolling pattern with high spatial resolution 
in the VR environment. Finally, the strategy assessment 
phase takes place. The user receives resource output 
feedback and operational quality feedback. The resource 
output feedback concerns the equipment output (m2/h), 
and their speed (m/min). The operational quality 
feedback concerns compaction efficiency (%) and 
process consistency (%), i.e., whether the mat has been 

 
Figure 1. Schematic overview of the HMA-CP parameters (green) and decision variables (red) 
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effectively compacted and within an appropriate the 
temperature range. A detailed description of how 
compaction efficiency and process consistency are 
calculated is presented in the previous work of the 
authors [14].   

4.1 Data Collection  
The available time to deliver the hot asphalt to the site 

is the starting point for compaction planning. Then, the 
geometry of the road, i.e., road length, width, and layer 
thickness must be stated using a parametric model.  

The temperature of the asphalt mix is of utmost 
importance in asphalt compaction. If the mixture is too 
hot, it can be overstressed, hence the mat would spread 
laterally rather than being compacted. If the mixture is 
cold while being compacted, it can be under-stressed, 
hence the roller cannot create sufficient shear force to 
increase the density of the mat [5]. Therefore, the 
compaction of the mat must be achieved within a certain 
temperature range, which can be obtained from the 
asphalt cooling curve. 

This cooling behavior of asphalt can be determined 
either through the use of data from actual construction 
sites or cooling curve prediction tools such as PaveCool 
[16]. 

To guarantee uniformity in the paving operations and 
to have a constant delivery rate of asphalt mix, the 
planner needs to evaluate the number of trucks that are 
going to be employed in the operations. The user needs 
to state the distance from the asphalt plant to the 
construction site, truck capacity, the estimated time for 
hauling operations, loading and unloading time. The 
above information is employed to simulate the hauling 
operations and to provide the minimum number of trucks 
required to guarantee a constant delivery of asphalt mix. 
Moreover, depending on the particular characteristics of 
the road, there is a transition period between trucks. That 
is, when a truck is ready to pour the asphalt mix into the 
paver, there is an interruption in the paver flow between 
the empty-truck departure and the full-truck steering for 

unloading. This transition is captured and represented in 
the simulation model. The user needs to state an average 
time for this shift. 

The paver features, such as type, number, and desired 
screed width need to be specified. With that information 
retrieved, the model offers two ways to choose the paver 
speed: (1) the initial average speed is computed based on 
the productivity goal, (2) the user can state the initial 
average speed based on their expertise. Furthermore, 
some specific road sections have a certain degree of 
complexity, which impacts the productivity of the paver, 
and consequently, the uniformity and continuity of 
operations are affected [20]. Therefore, these so-called 
flow stoppers, e.g., roundabouts, intersections, curves, 
must be considered when representing the behavior of the 
paver. Runneboom [20] proposed an approach for the 
consideration of the number and type of flow stoppers in 
a simulation model. Based on this approach, the impact 
of different flow stoppers is identified, categorized, and 
translated to output rate parameters. Thus, the simulation 
model quantifies the flow stoppers and translates them 
into the paver behavior, i.e., reduction in the average 
speed. 

 The user also needs to provide information about the 
roller characteristics, e.g., width, number, and type of 
rollers as well as the number of required passes. Then, 
the overlap, length of roller track, and distance of paver-
roller can be calculated using equations proposed by 
BOMAG [17]. The roller speed can be specified in two 
different ways. Either the user specifies an initial average 
speed, or the model suggests a value based on the premise 
that the paver output and the roller capacity should be 
aligned, again using equations proposed by BOMAG. 
Finally, the compaction strategy must be chosen. 
Compaction strategy refers to the trajectory that the roller 
will follow to cover the mat completely and with the 
desired number of passes. The simulation model offers 
different compaction strategies based on the number of 
lanes, the width coverage of rollers, the number of passes, 
and the number of rollers. The suggested paths are based 
on the standard compaction strategies available within 
the body of knowledge [17]. 

 
Figure 2. Overview of the proposed framework 
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4.2 Simulation 
Regarding the agents in the ABS model, five agents 

have been modeled, namely truck, roller, paver, asphalt 
plant, and cells, which represent the discretized paved 
surface. Figure 3 shows the overview of the agent’s 
flowcharts. 

The truck is dispatched from the plant at a given rate. 
Then, the truck awaits a signal from the paver to 
accommodate itself next to the paver-hopper and later 
dump the material while moving along with the paver. 
Once the job is completed, the truck leaves the 
construction site. When the truck is pouring the asphalt 
mix into the paver-hopper, the paver starts paving at the 
initial speed. Each paved unit is represented in the model 
with a cell. The paver evaluates regularly whether the 
current speed is sufficient to finish the job, if not, the 
paver modifies its speed, based on the target productivity. 

When the paver moves, cells appear in form of 
discretized lanes. The width of the lane corresponds to 
the width of the road and it is divided into ten cells. As  
for the length, each lane has a unitary length, in this case, 
it is one meter. Afterward, the cell cools down according  

to the cooling curve. 
To start compacting, two conditions need to be met. 

Firstly, there should be a minimum distance between 
paver and roller before the roller can start the compaction. 
Secondly, the cell temperature is equal to or less than the 
upper limit of the compaction temperature window. To 
assess the latter, the model considers the time passed 
from freshly paved asphalt to the upper threshold, which 
is obtained from the asphalt cooling curve. After rolling 
each section, the roller evaluates whether its capacity is 
aligned with the paver output, and its distance with the 
paver is within the limits. Then, the roller modifies its 

speed accordingly. 
The simulation allows the user to partially evaluate 

their strategy, i.e., assess it from a temporal point of view. 
On one hand, the user can visualize in virtual time and 
2D environment, the equipment movement, the paved 
surface, and the asphalt cooling. Besides, they can 
evaluate whether the resource allocation is capable of 
successfully completing the job with the allocated time. 
On the other hand, once the simulation is completed, the 
user receives graphical feedback in terms of paver and 
roller output (m2/h) and their speed along the entire 
process. If the user is happy with the partial results, they 
can move forward to the next phase. 

4.3 Integration  
In general, the integration phase is responsible for the 

conversion of the simulation output data into input data 
that feeds the VR. That being said, three main 
conversions are needed, i.e., agent conversion, physics 
conversion, and logistics conversion. The agent 
conversion is about translating the movement of the 
paver and roller to the timestamp location series. Then, 
the values are translated into local VR environment 
coordinates. The physics conversion translates the 
cooling curve obtained in the previous phase to 
timestamped values. Then, the VR environment uses this 
data to represent the temperature of each cell. Finally, the 
logistics features, such as equipment quantity, and 
available time, are converted into data that the VR 
environment can use. 

4.4 Virtual Reality 
The VR environment allows the user to evaluate their 

 
Figure 3.  Overview of agents’ behavior 
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strategy in virtual real-time and with high spatial 
resolution in 3D. VR allows planners to assess the asphalt 
mat cooling, and the compaction completeness 
interactively.  The quality metrics used for this phase are 
compaction efficiency and process consistency. The 
former refers to how many cells have been compacted 
within the allowable temperature window. To clarify, if 
the compaction efficiency is 40 %, it means that 40 % of 
the cells have had all compaction passes within the 
temperature window [14]. The remaining 60% had at 
least one pass outside this window. Process consistency 
show how much time is left for a cell to have successful 
compaction [15]. 

4.5 Strategy Assessment 
Once the user evaluated the simulation and the VR 

environment, they can assess their overall strategy. In 
general, the expert can evaluate the performance of their 
choices with four metrics, i.e., equipment areal output 
(m2/h), equipment speed (m/min), compaction efficiency 
(%), and process consistency (%). Further, for the last 
metric, the model provides the percentage of cells that 
have been compacted below and/or above the 
compaction window. 

5 Implementation and Case Study  
A prototype is built to test and validate the proposed 

framework. In this prototype, the data collection, 
integration, and strategy assessment phases are 
performed with Excel.  Whereas the simulation phase is 
developed with AnyLogic [18],  and the VR environment 
is built with 3D Unity [19]. 

In short, the parameters shown in Table 1 are 
collected and the initial values of the decision variables 
are computed, both with an excel-based Graphical User 
Interface (GUI). Then, AnyLogic reads the data from 
excel and performs the ABS simulation. Once the 
simulation is finished, AnyLogic provides to Excel the 
cyclic timestamped location of the equipment. Next, 

Excel integrates the data and generates the input for the 
VR environment. Then, Unity creates the VR 
environment and allows the user to evaluate their strategy. 
Finally, excel generates an output PDF file with the 
strategy assessment values. 

To evaluate the performance of this model, the case 
study was performed for a 250 m surface rehabilitation 
of the A-15 highway in Rotterdam, The Netherlands. The 
total allocated time to execute the job is one hour. In this 
project, the temperature window of  120~80 °C was 
specified. The other input values are shown in Table 2. It 
is assumed that at the start of the project the trucks are 
already on the construction site.  

Table 2. Data collection summary 
Parameter Value 
Available time 1h 
Road length 250m 
Road width 8m 
Layer thickness 50mm 
Available time for compaction  16min 
Minimum time for start compaction 9min 
Truck capacity  27t 
Transition time  3min 
Paver quantity  1 
Width 8m 
Initial speed 4m/min 
Roller quantity 1-2 
Roller width 2m 
Number of passes 2 
Number of lanes 4 
Initial speed 18m/min 
Length of roller track 73m 

Four different compaction strategies can be evaluated, 
as shown in Figure 4. In scenario a, the compaction is 
performed from one edge of the road to the other. In 
Scenario b, the roller compacts the inside landes first and 
leaves the outer lanes to be compacted last. This would 
allow the edges to be slightly cool down before the 
compaction and thus have a smoother edge [17]. In 
Scenario c, the first roller, or master roller, is the one that 
leads and the second roller, or slave roller, follows. 
Finally, in Scenario d, two rollers compact in parallel 
each from one edge inward. For this case study, given the 

  
Scenario a Scenario b 

  
Scenario c Scenario d 

Figure 4. Different compaction strategies  
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characteristics of the actual project, Scenario d was 
selected.The simulation model is constructed in 
AnyLogic and includes all the agents presented in Figure 
3. The model reads the input parameters from the excel-
based GUI. The simulation stops at the specified target 
time. Different interactive graphs present the areal output, 
the equipment speed, and the total surface paved, as 
shown in Figure 5(a).  

Once the simulation is completed, the integration part 
takes place with the help of the GUI in Excel. During this 
process, the data generated by Anylogic are imported into 
Excel, where they are translated to the format readable by 
Unity. Afterward, the user runs the Unity executable file. 
Within this environment, it is possible to assess the 
compaction completeness and the cooling of the asphalt 
mat. Figure 5(b) presents the snapshots of the VR model.  

The user can navigate through the VR model and slow 
and speed up the process to find the potential bottlenecks. 
In the end, the analysis of the entire operation, which 
incorporates the results of both spatial and temporal 
analysis is presented to the user, as shown in Figure 6.  

 

 
(a) Simulation environment in AnyLogic 

  
(b) VR representation 

Figure 5. System Interface 

In terms of accuracy, the simulated results are 
compared to the actual project statistics. Table 3 presents 
the result of this comparison. As shown in this table, the 
average estimation error is about 9%, i.e., considering 
rollers and pavers together. This would represent high 
estimation accuracy.  

Also, the usability of the proposed method was 
assessed through a workshop with expert planners. The 
experts were asked to assess the current and proposed 
planning method in terms of user-friendliness, usefulness, 
versatility, teamwork between tactical and strategic 
planners, and helping planners become more aware of the 

compaction process. Figure 7 presents the result of the 
user assessment. In this figure, orange line represents the 
current situation and the blue line represents the proposed 
method.  

6 Conclusions and future work  
This research offered a framework for the integration 

of simulation of asphalt-pavement compaction and VR. 
A review of the asphalt compaction practices and a 
detailed description of the framework for capturing the 
relevant factors and providing productivity and 
operational quality feedback was presented. A prototype 
was developed, and a previous actual case study was used 
to demonstrate the feasibility of the proposed framework. 
The prototype was presented to asphalt experts and it was 
shown that the integrated model has a great potential to 
improve the operational quality and planning of 
compaction operations. The model was also found to 
have high estimation accuracy.  

 

 

Figure 6. Report of the strategy assessment 

 
Figure 7. Usability assessment of the framework 

It is shown that historical data and collected data from 
the site can be synthesized in an integrated model. It is 
demonstrated that this data can be converted into 
computer agents able to replicate the thermal behavior of 
the asphalt mat as well as the equipment operator’s 
behavior. However, there are some limitations in the 
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current research. The prototype should be further tested 
in more case studies, and its validity needs to be further 
assessed. Also, the number of compaction strategies 
supported in the model is limited at the moment. It is 
highly advised to collect real data from more compaction 
operations to build a comprehensive library of 
compaction strategies.  

Table 3. Simulation results Vs. the actual data 

Index Actual Simulated Error rate 
Roller output (m2/h) 2790 2629 6% 
Paver output (m2/h) 2000 2180 9% 
Roller speed (km/h) 5.00 4.74 5% 
Paver speed (m/min) 5.00 5.45 9% 
Compaction efficiency 20% 23% 15% 

Moreover, bearing in mind the quickness of Artificial 
Intelligence (AI) evolution, the prototype could 
eventually use AI methods for automatic reasoning and, 
more interestingly, the development of AI-based 
compaction strategies.  
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Abstract 
The construction industry is often affected by 

unanticipated struck-by accidents, which often cause 
severe injuries and fatalities to the workers. 
Therefore, monitoring and tracking struck-by 
hazards in terms of the spatial relationship between a 
worker and a heavy vehicle is crucial to prevent such 
accidents. Current studies focus on using active 
sensors and implementing computer vision but not on 
the audibility of their safety signals. To address this 
issue, this paper utilizes sound, a ubiquitous data 
source present in every construction site, to track and 
separate equipment sound into different types and 
determine the direction of arrival (DOA) using the 
Open embeddeD Audition System (ODAS) 
framework. Each circular array performs DOA 
estimation independently using commercial software 
on two equipment sound sources, bulldozer (mobile) 
sound and hammer (stationary) sound. The DOAs are 
fed to a relational database, pre-processed, and used 
to perform the source tracking. This process provides 
a step towards monitoring the spatial relationship 
between workers and equipment with few labels of 
source location for calibration. The results of our 
study showed that this method was effective in 
identifying activities of multiple pieces of equipment 
in real-time in construction sites without the need for 
separating sound signals in advance. Future studies 
can focus on triangulating the exact location of the 
sound source with less computation power and 
monitoring how this helps improve workers’ 
awareness of surrounding equipment. 

Keywords – 
Direction of Arrival; Machine Equipment; 

Struck-by Accident; Local coordinate  

1 Introduction 
For a long time, researchers have considered struck-by 

heavy vehicle accidents as one of the leading causes of 
death in the labor-intensive construction industry [1]. 
This is mostly due to the unpredictable nature of 
construction equipment and limited workspaces resulting 
in lifelong impairment, and fatalities [2]. Bureau of 
Labor Statistics in 2020 published that 15% of fatal 
occupational injuries resulted from hazardous contact 
with equipment and objects [3]. Also, according to 
Occupational Safety and Health Administration (OSHA) 
figures, struck-by-equipment hazards accounted for 58 % 
of struck-by incidents from 1995 to 2008 [4]. Therefore, 
contact collisions between construction workers on foot 
and equipment pose a significant risk to the safety and 
health of construction workers. However, the capacity to 
spot these collision accidents in advance on a site is vital 
to any construction project since preventing 
unanticipated catastrophes is always the best way to 
avoid them. Therefore, an automated safety monitoring 
of struck-by hazards has emerged as a potential option 
for effective safety management on a construction site 
[5]. In this paper, the authors propose the use of audio 
sound to extract important and useful information 
regarding equipment activities performed in the site. This 
is possible as audio-based activity identification is very 
easy to collect regardless of dynamic occlusions and 
different tools have signature distinguishable sounds 
which make it suitable for task identification [6].  

2 Related Studies 
Some past work has focused on the usage of visual 

sensors for localizing and characterizing the behavior of 
resources and has been extensively applied in the 
construction industry and achieved promising results by 
various methods [7]. Several active technologies have 
also been developed to provide proximity sensing and 
alerts for workers and equipment operators, such as 
image wearable devices [8], tactile-based wearable 
devices [9], Bluetooth-low energy [7], and global 
positioning system [11]. Some studies have used GPS 
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data for long-distance detection of collision hazards. For 
example, an unsafe-proximity detection model focused 
on decreasing false alarms has been developed using a 
GPS-aided inertial navigation system sensor as the state 
tracking module [12]. Another GPS-related method for 
recording, identifying, and analyzing interactive 
hazardous near-miss situations between workers-on-foot 
and heavy construction equipment was presented using 
spatiotemporal data [13]. Shorter sensing devices like 
Bluetooth Low Energy (BLE)-based proximity sensing 
have been applied to address work-zone safety to allow 
understanding of dynamic spatial relationships among 
equipment, operator, workers, and a surrounding work 
environment [10]. Also, a spatiotemporal network-based 
model was developed at both entity and network levels 
to perform dynamic risk analysis on the struck-by-
equipment hazard [14]. Sakhakarmi et al, develop a 
proximity sensor using a wearable tactile-based system 
for workers to help improve their hazards perception [9]. 
These smart and automated systems are effective but 
prone to false alarms. Wang et al. [12] presented two 
novel four-dimensional models, a time-sphere model and 
a time-cuboid model that effectively reduces the rate of 
false alarms; still, the data not wirelessly communicated 
made it challenging to apply in real-life situations. There 
is also a growing application of artificial intelligence in 
safety management such as using computer vision 
technology in image detection to monitor a 
comprehensive view of the area surrounding equipment 
via cameras installed on every side of the equipment 
body. This allows displaying the surrounding 
environment on the operator’s monitor to protect the 
workers from potentially dangerous situations involving 
equipment operations [15]. Researchers also developed a 
digital twin using the Bayesian network that fed and 
updated real-time data from sensors that pro-actively 
forecast dangerous scenarios based on collision 
probability on affected workers-on-foot [16]. Most of 
these methods were implemented by installing sensors or 
electronic devices such as cameras directly on equipment 
or construction workers. Besides, those devices are 
relatively expensive; thus, they cannot be used on a wide 
scale in reality. Also, some base the alert detection on the 
information obtained from available hazard detection 
records, as more factors can cause dangers to workers 
that are not factored into the study. To address the gaps, 
there is a need to investigate the surveillance approach 
that is less expensive and adaptable to rigorous 
construction effect like during the excessive dust in 
visual equipment monitoring. Auditory surveillance 
using the sound collected from construction sites could 
address these issues. However, there is a lack of such a 
method of processing audio signals for equipment 
monitoring and safety against collision hazards in the 
construction field.  

A few efforts have been made in other sectors' 
research in auditory surveillance for collision hazard 
detection. A real-time framework was created to detect 
multi-vessel collisions using a spatial clustering process 
to detect clusters of encounter vessels within each cluster 
from the vast number of monitored vessels in a surveyed 
sea area [17]. The framework effectively and efficiently 
detects encounter vessels and ranks collision risk indexes 
within each cluster. Another method for detecting 
collision hazards amongst motorcycles via accelerometer 
measures was proposed using a machine learning model 
[18]. The system was designed using data from an 
instrumented vehicle and validated in simulation. 
Nonetheless, research on auditory surveillance focusing 
on detecting collision hazards in construction job sites 
has not gained much attention in the research community. 

Acoustic emissions from construction activities were 
used to calculate the working hour to allow field 
managers to know workers' work progress and 
productivity [19]. Success from this study shows how 
using auditory surveillance can prove positively in 
detecting equipment sound type. Another using 
surveillance technology in the construction industry 
helps support the construction industry’s safety 
performance since the lack of sufficient visibility is the 
principal factor leading to fatalities [20]. As stated earlier, 
most sound-based surveillance technologies were only 
focused on monitoring construction work activities and 
equipment operations. For instance, a hybrid system was 
proposed for recognizing multiple construction 
equipment activities [18]. A supervised machine 
learning-based sound identification algorithm was 
implemented to enhance monitoring and performance of 
construction site activity [21]. A few studies attempted to 
develop new approaches for conducting an audio-based 
event detection system for safety. Experimental trials 
were designed to deploy sensing technology to provide 
alerts to proximity detection when heavy construction 
equipment and workers are in close proximity [22]. 
Nonetheless, the devices were installed on construction 
equipment only, not equipped on construction workers. 
Another approach using a machine learning algorithm 
can categorize sound events and make construction 
workers aware of possible safety risks and hazards [23]. 
Still, the sound data relating to collision hazards were 
only collected from a particular worksite. Such an 
approach is restrained because the sounds emitted by the 
equipment from various construction sites may differ and 
contribute a different amount of noise. Studies have been 
done on determining the optimum position for 
construction noise barrier location, and a comparison was 
made during each stage of the construction process. All 
in all, there is a need to develop an audio-based 
localization of stationary and mobile equipment 
framework. In doing so, this paper particularly focuses 
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on extracting the local coordinate of the sound source and 
process this data to locate the position of construction 
equipment.  

3 Methodology 
This study introduces a framework for audio base activity 
detection to prevent the struck-by construction 
equipment hazards, which is illustrated in Figure. 1. This 
framework consists of three phases that include 
equipment sound extraction, data processing for DOA 
estimation, and worker's danger notification signal based 
on distance computed. First, the extraction of the sound 
record is done in real-time, which is possible with the 
microphone array mounted on the raspberry pi. The 
second phase has these audio data separated into different 
equipment sounds, containing each sound's identification 
with their local coordinate value uploaded into the 
database for data cleaning and processing. This is done 
by separating the mobile and stationary equipment with 
their unique sound identification and entering each sound 
type into a separate relational database where the DOA 
of the sound from the workers is estimated. Lastly, based 
on the DOA, the location and distance from workers are 
calculated as shown in equation 7 to notify the workers 
based on the danger zone specified. Each of these steps 
is described in further detail below. 

Figure 1: The overall framework for audio-based 
activity identification 

3.1 Sound Processing Pipeline 
We employ a ReSpeaker Mic Array v2.0 device with 

four high-performance digital microphones and twelve 
configurable RGB LED indications (see Figure 2) 
coupled to a Raspberry Pi 3 processor. This RP3 runs its 
own instance of the ODAS framework, which outputs 
direction of arrival (DOA) represented by a 3D unit 
vector in the array's local coordinate system, as shown in 
Figure 3. The DOA of the arrays lies on a virtual unit 
hemisphere with the z-axis facing up and lies on the 
positive side and is defined in equation 1 [24].  

(1) 

where , and .  

Figure 2: Experiment Setup 

To maximize DOA localization on the microphone 
array, MacBook Pro and Android smartphone speakers 
are utilized to play a bulldozer (mobile) sound and a 
hammer (stationary) sound, respectively. The loudness of 
the bulldozer and hammer sound using a decibel-meter is 
in the range of 75dB to 79dB. The ODAS sound source 
tracking module is designed to detect both static and 
moving sources. Although it is capable of tracking up to 
4 sources at this time, we only make use of two sound 
sources for this experiment. A single microphone array 
is installed in a controlled space (see Figure 4 for 
calibration locations). This array is positioned in the top-
left middle part of the room, while the mic array is 
oriented with the z-axis facing the ceiling and the x-axis 
facing the northeast direction. It should be noted that the 
processing is independent and unaffected by the array's 
positions and orientations. These relations are useful for 
interpreting the findings and are not employed to locate 
the sound source. Microphone arrays are usually 
omnidirectional, which make their orientation relevant 
[23], and the multi-channel raw audio is sampled at 
44,100 Hz from the ReSpeaker array, resampled by 
ODAS at 16,000 Hz, which then returns an updated DOA 
estimation [24] 

Figure 3: ReSepaker Microphone Array 

We also estimate the angle in degrees to determine 
the direction in a cartesian plane with the x and y local 
coordinate collected using equation 2.  
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(2) 

3.2 Experimental Set-up 

This section describes how we set up our 
experiment as well as the technique we used to 
determine the DOA of construction equipment 
sound. Firstly, a bulldozer sound device is placed 
sequentially at four different locations away from 
the microphone array, as shown in Figure 4; after 
every 30sec each, the microphone array is moved to 
these new points to record a 3-component DOA of 
approximately 130 records estimated every 1s. The 
device is moved from position 1 to a new position 
2, and this process is repeated for positions 3 and 4 
while keeping the hammer sound at a single 
position 4 for the entire duration of the experiment. 
The procedures are repeated five times, and the 
measurements were performed in nearly a 
horizontal plane. After the experiment's conclusion 
in a controlled environment free from noise and 
environmental factors, a DOA local coordinate 
record between the range of 15,100-15,200 for both 
the stationary and mobile sound was recorded. A 
timer on an iPhone device is synchronized with the 
time on RP3. When left running continuously, each 
calibration point is estimated to record 3700-4000 
for the 30s. The timestamp, id, energy, and local 
coordinate of DOA estimates are saved locally as a 
text file which is pushed to the cloud and loaded to 
a relational database for data cleaning and pre-
processing. The data is then sorted and joined based 
on the time stamp. The result is a chronological 
table that contains the DOAs from all arrays 
synchronized using the timestamps. This table can 
be queried to get the full information for any period 
of time. ODAS tracks the loudest sound source and 
records the DOAs with energy greater than zero as 
dynamic. Once the experiment can verify the 
direction of arrival of construction equipment, 
which was done in this study, the experiment will 
be further expanded to detect collision hazard using 
two microphone array set-ups on the construction 
site. The first mic-array is a fixed at a point, and the 
second mic-array is a mobile mounted on the 
construction workers. To pinpoint the location and 
distance of the equipment from the worker, we 
considered several scenarios to present the 
derivation of the distance to the worker. One of the 
case scenarios is when a bulldozer and hammer 
equipment sound are played simultaneously, the 
bulldozer changes location during the period of 
operation, if a construction worker is in the danger 
zone, the framework should be able to notify the 

workers of the current status and vice versa.  The 
performance will be tested both in a control 
environment and a construction site to examine the 
amount of false alarm generated from the 
notification which will help to determine wide 
range application on the construction site.  

Figure 4: Position 1 to 4 and the location of 
microphone array. 

4 Result and Discussion 
As mentioned in Section 3, two sound devices were 
used for five different scenarios considering 
equipment like bulldozer and hammer. Figure 5 
present the performance analysis result for all the 
scenarios, and its shows the bulldozer sounds being 
moved manually from calibration point one to four. 
The first position of the mobile device is at the 
positive x and y coordinate in Q1 with a value 
above the zero line. At position two, the coordinate 
enters the second quadrant Q2, with the x-axis 
changing to a negative value slightly below the zero 
point, as shown in Figure 4. At position three, even 
though there is a drop close to the zero line, it shows 
a positive y-axis and still slightly occupying the 
second quadrant's space. The fourth position shows 
a positive x-axis and a negative y-axis with values 
above zero and below zero, respectively. Lastly, the 
DOAs at experiment four at some point shows 
some roughness due to slight environmental 
disturbance and other issues. This is due to a 
substantial disturbance of the sound source at and 
near point three from the audio being played, 
confirmed by re-playing the audio sound along with 
that duration. A slightly straight line is observed for 
the stationary hammer sound as this maintained 
position four without any location changes. 
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(a)

(b) 

(c)

(d)

(e) 

(f) 

Figure 5: (a-e) Mobile sound DOAs measured 
from the five arrays and shown measurement 
from point 1 to 4 and (f) Stationary sound DOAs 
measured at a single location. 

4.1 Angle of Arrival of Sound 
This experiment shows we considered four planar 

wavefronts at direction-of-arrival of 1.47*, 106*, 163*, 
and 268* for points one, two, three, and four, 
respectively. The fourth point for mobile and the 
stationary device were coherent, as they were positioned 
at the same location in the experiment space.  

Figure 6: Mobile and stationary sound angle 
measurement in degree for the five arrays and 
shown measurement along the point 1 to 4 

4.2 Energy Timeseries 
The framework gives additional information 

about the loudness of the sound in a normalized form, 
with a scale from 0 to 1 for both the mobile and stationary 
sounds. Figure 7 shows the high stationary energy value, 
which is attributed to the uniqueness in the sound type, 
with is a loud intermittent sound that is not affected by 
sand or concrete noise. The end position of the 
experiment has a relatively lower energy value for the 
hammer sound; playing back the audio to confirm the 
information, we notice a decrease in sound while in 
operation. 
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Figure 7: Energy propagation for experiment 1 to 
5 

4.3 Local coordinate mapping 
In each of the DOA local coordinates for the x and 

y-axis, the projected shape, and the movement of
bulldozer sound along the point indicated are recognized,
allowing for determination of the movement with few
labels on the initial source location. The magnitude of the
vector’s entries shows a deeper presence at these four
calibration points as the device maintains some
30seconds—also, a path of the movement of the
equipment sound. Since the experiment has entries for
the five sets of measurements, their mapping is different
and color-coded, as shown in Figure 8.

4.4 Discussion 
The ODAS framework exploits the directivity of 

microphones to compute generalized cross-correlation 
phase transform (GCC-PHAT) between pairs of 
microphones [25] and compute time delay of arrival 
(TDOA) based on the microphones that are close to each 
other, which indirectly impacts the performance as an 
array with less microphone and evidently reduce the 
accuracy of detection [24]. Equipment sound like a 
hammer that has strong intermittent sound is easily 
picked up by the microphone and produces high energy 
value compared to continues prolong sound like a 
bulldozer which level of sound can be highly impacted 
by the materials it is working on and the condition of the 
machine. The fast, optimized processing strategies make 
it possible for this framework to perform all processing 
on low-cost hardware like Raspberry Pi 3, which is 
cheaper and more economical than the already available 
sound detection device. Lastly, due to the scope of this 
study, one particular limitation of this research is that the 
system does not account for noise filtering on the 
reSpeaker v2, and further work is needed to be done to 
eliminate background noise disrupting the sound capture. 

Fig 8: Equipment mapping of positions 1 to 4 showing 
the movement of equipment sound along the line. 

5 Conclusion 
This research focused on pro-active struck-by hazard 
detection in construction and introduced an approach to 
simulate a sound source localized from a series of local 
coordinate system arrays. Each computed array performs 
the DOA estimation independently and feeds its 
measurements to a data center where the DOA from all 
arrays are timestamped and preprocessed for data 
exploration and analysis. The method was demonstrated 
with a single circular microphone array in a controlled 
environment. The methods demonstrated here provide a 
step towards monitoring activities in construction sites 
with no training effort, as the device has an inbuilt 
algorithm to separate four sound sources. To make the 
device more stream-lined, we plan to design a flexible 
device to allow to be able to mount it on construction 
workers and will ultimately contribute to promoting a 
safer working environment for construction workers. 
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Abstract -
Conventional mobile robots rely on pre-built point cloud

maps for online localization. These map points are generally
built using specialized mapping techniques, which involve
high labor and computational costs. While in the archi-
tectural, engineering and construction (AEC) industry, as-
planned building information modelings (BIM) are available
for management and operation. In this paper, we consider
the use of the digital representations of BIM for robot lo-
calization in built environments. First, we convert BIM data
into localization-oriented point clouds, which is easy to imple-
ment and operate compared to relatively complex SLAM sys-
tems. Then, we perform iterative closest point (ICP)-based
localization on the metric map using a laser scanner. The
experiments are tested using collected laser data and BIM in
the real world. The results show that ICP-based localization
can track the robot pose with low errors (< [0.20m, 2.50◦]),
thus demonstrating the feasibility of BIM-based robot local-
ization. In addition, we also discuss the reasons for errors,
including the deviations between as-planned BIM and as-
built status.

Keywords -
BIM; Robot Localization; LiDAR; Deviation

1 Introduction

Precise localization is a fundamental capability for mo-
bile robots. Almost all mobile robots, whether teleoper-
ated or autonomous, require the robot pose to be estimated
by the localization module to achieve safe human opera-
tion or self navigation in complex environments. In the
robotics community, many simultaneous localization and
mapping (SLAM) systems [1, 2] have been developed to
achieve both mapping and localization when the robot is
traveling in the real world.
For some long-term robots that operate under stable

conditions such as a quadruped robot working on building
inspection, themapping process of SLAM is redundant be-
cause the generated map is almost invariant in each time of
SLAM. To solve this problem, researchers in the robotics
community proposed to achieve mapping first and then

robot localization in the known map [3, 4]. In this con-
text, map building is required only once and localization
in the map could handle the pose estimation for long-term
operation, reducing the complexity of repetitive SLAM
processes. This two-step workflow has been widely used
in various fields of robotics and a typical application is
self-driving cars [5].
The mapping step in this workflow is generally based

on SLAM or other techniques, which can be considered
as a measuring or sensing process of the environment.
However, some modeling or representations are directly
available in the AEC industry, such as computer-aided de-
sign (CAD) or BIM. These map-like representations also
contain informative measurements. Thus, we hypothesize
SLAMmay not always be necessary when these are avail-
able. Moreover, BIM has been raised to replace CAD
in recent years. We believe that robot localization in a
as-designed BIM could be a good choice in built environ-
ment.
One might argue that BIM is designed for construction

and building management, which is not a localization-
oriented map essentially. In this paper, we present a BIM-
to-Map process to convert the digital representations of
BIM into point cloud maps for robot localization. We
also utilize a point-to-plane ICP-based method to local-
ize the robot on the BIM-generated map, thus bridging
the gap from design modeling to robotic navigation in
the real world. In addition, there are deviations between
as-planned BIM and as-built buildings in the real-world,
which brings potential difficulties to online robot localiza-
tion. To address this problem, we present a real-world case
study to test BIM-based robot localization using a rotating
Light Detection and Ranging (LiDAR) scanner. Overall,
the contributions can be summarized as follows:

• A BIM-based robot localization workflow is pre-
sented to achieve precise pose estimation in the built
environment. The prior maps are built with BIM-to-
Map conversion without complex SLAM systems.

• We conduct experiments in the real world. The ex-
perimental results show that the proposed workflow
can track the robot pose with only a LiDAR scanner
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Figure 1. The workflow of BIM-based localization in this paper. We first convert BIM to metric point cloud
maps storey by storey. Then based on the localization-oriented maps, mobile robot localization can be achieved
using sensor units. In this paper, we perform a case study on 3D LiDAR localization in BIM at NUS campus.

and BIM.

2 Related Work
Many research publications have reviewed related robot

navigation topics from different standpoints, including
deep learning-based [6], specific sensor-based [7, 8, 9],
etc. In this paper, we present some related work on CAD
or BIM-based mobile robot navigation.

Intuitively, floor plans or 2D points can be generated
from CAD models for lightweight 2D localization. In
[10], point clouds were extracted from CAD models to
achieve radar localization via multi-modal registration.
Researchers in [11] proposed to localize a 2D laser scanner
on floor plans and hand-drawn maps using stochastic gra-
dient descent. As for localization in 3D space, ICP-based
alignment is considered as an effective method to track the
robot pose [12]. Despite the point-based method, meshes
were also used for robot global localization without initial
guess in [13]. Recently, researchers in [14] proposed a
novel interface to connect building construction and map
representation, which could also detect deviations between
as-designed and as-built models via localization results.

Compared to traditional CAD models, BIM is more in-
teroperable in the construction industry and contains more
semantic information for robot navigation. For visual-
based pose estimation, photogrammetric point clouds can
be aligned to BIM model [15] for camera pose estimation
from scratch. With sequential input images, visual-based
pose tracking was demonstrated to be effective [16], in
which camera poses were estimated by aligning images to
BIMmodels. However, visual-based localization methods
are easily affected by illumination changes, while LiDAR-
based is more robust in long-term operation. In [17], BIM
was combined with LiDAR SLAM system to localize the

robot, but the experiments were conducted in simulated
environments. Researchers in [18] extracted semantic fea-
tures of BIM and achieved robot localization using 2D
laser scans in the real world. The results showed that
the robot can track its pose in BIM but the localization
performance was not evaluated quantitatively.
Inspired by the related works above, we can conclude

that it is feasible to use BIM for robot localization tasks.
However, in some previous works [16, 17], robot local-
ization modules were built on existing SLAM systems,
which makes the localization module complicated for real
robot applications. To address the problems, we propose
to localize the robot in BIM-based maps using lightweight
point cloud registration. Besides that, we evaluate the
localization accuracy quantitatively in the real world.

3 Workflow Description
As shown in Figure 1, the proposed workflow consists

of two parts: offline point cloud map generation fromBIM
and online ICP-based localization.

3.1 BIM to Point Cloud Map

As a promising direction in the construction industry,
BIM is supported by many tools and used in various con-
struction processes, such as building inspection [19] and
quality management [20]. For mobile robot localization,
metric maps are required rather than digital representa-
tions. In this context, the first challenge is that how to
generate localization-oriented maps from BIM files.
In this paper, we propose to convert BIM to localization-

oriented maps in three steps. The pipeline is shown in
Figure 1. Given a whole BIM of one building, we first
split the whole BIM into several separate BIM according
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to different storeys. After that, we use the open source tool
IfcOpenShell 1 to convert multiple BIM to CAD files. Fi-
nally, 3D point clouds are sampled from triangular meshes
with a density [21]. There are many other sampling strate-
gies in some software 23, such as Monte-Carlo Sampling.
Considering that density value is easy to be understood
and tuned, we decide to use this strategy in this paper. The
final point cloud maps can be regarded as submaps of each
floor in the building.
Note that it is better not to change the sequence of this

conversion. If we convert the whole BIM to CAD model
first without separation, the storey information of BIM is
not used. It is more challenging to split large CAD or
point cloud maps into storey-based submaps in the follow-
up steps. To simplify the conversion process, a promising
research direction is to generate point clouds or features
directly from the original BIM, which we conclude as a
future work in Section 5.

3.2 ICP-based Localization

With generated point cloud maps, there are many ex-
isting methods to localize the robot based on the onboard
sensors of mobile platform [4, 22]. Generally, a classi-
cal robot localization consists of two parts: odometry as
a motion module and data matching as a measurement
model. In this paper, to validate the effectiveness of the
proposed BIM-to-Map conversion process, the localiza-
tion system is simplified without odometry, which makes
the validation easy and efficient to use.
We use a mobile LiDAR scanner to validate the pro-

posed workflow. With the measured LiDAR scans, an ICP
algorithm is performed to register the laser points to gen-
erated maps from BIM. ICP is a widely used point cloud
registration method in the robotics community [23, 24].
Specifically, we use a point-to-plane ICP to achieve pose
estimation since there are many planar structures in the
building environment. Overall, the point-to-plane ICP-
based pose estimation can be formulated as follows:

(R, t) = arg min
(R,t)

(
 ∑
:=1
‖(Rp: + t − q: ) · n: ‖2

)
(1)

where is the number ofmatched data associations; (R, t)
is the rotation and translation of estimated robot pose; p
is the lidar points reading; q and n are the map points and
normal vectors respectively. At each timestamp, ICP will
minimize the error metric in Equation 1 as close to zero
as possible within a number of iterations.
As for implementation, open source library libpoint-

matcher [25] 4 is utilized. At each timestamp B, we use

1https://github.com/IfcOpenShell/IfcOpenShell
2https://www.meshlab.net/
3https://www.cloudcompare.org/
4https://github.com/ethz-asl/libpointmatcher

Velodyne VLP-16

Portable Power
Laptop

Figure 2. The devices that we used for data collection
and experimental validation.

Figure 3. Interior scenes in NUS SDE4 building

the estimated pose at timestamp B − 1 as the initial guess
of ICP registration. Random sampling on p is also used
to accelerate the online localization process.

4 Experiments
In this section, we first introduce the devices for data

collection and the places where we collected the data.
Then localization accuracy is evaluated by comparing it to
state-of-the-art LiDAR SLAM methods.

4.1 Set-up

To validate the effectiveness of the proposed workflow,
we collect several sequences using a handheld Velodyne
VLP-16 sensor in the real world. The data collection
devices are shown in Figure 2. All the data Sequences
are collected in the School of Design and Environment 4
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Figure 4. BIM-based localization trajectories compared to DLO
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Figure 5. Translation Errors
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Figure 6. Rotation Errors

Table 1. Localization Errors Compared to DLO

Sequence
Translation Error (m) Rotation Error (◦)

Max Mean RMSE Std Max Mean RMSE Std

1 0.56 0.13 0.17 0.12 6.82 2.37 2.50 0.80

2 0.60 0.09 0.14 0.10 2.70 0.57 0.64 0.30

3 0.76 0.11 0.14 0.08 9.00 0.61 0.84 0.58

(SDE4) building at NUS. The traveled distance is tens of
meters in each Sequence. We present some interior scenes
in Figure 3. The SDE4BIM can be viewed in Figure 1. All
the online localization experiments are performed using a
laptop with Intel I5-8265U and 16G RAM.

Ground truth poses are required to evaluate the ICP-
based localization. However, compared to outdoor au-
tonomous vehicles equipped with GPS/INS, it is challeng-
ing to collect ground truth poses in indoor scenes, espe-
cially for traveling across rooms and corridors in this paper.
We notice that a state-of-the-art lidar SLAM system, direct

LiDAR odometry (DLO) [26] 5, can provide accurate pose
estimation in DARPA Subterranean Challenge. Accord-
ing to the error analysis in [26], DLO achieves the best
performance compared to other LiDAR SLAM systems.
Thus, we set DLO as the “ground truth” for evaluation in
this paper.

4.2 Performance Evaluation

An open source toolbox rpg_trajectory_evaluation [27]
6 is used to measure the quantitative results. All poses

5https://github.com/vectr-ucla/direct_lidar_odometry
6https://github.com/uzh-rpg/rpg_trajectory_evaluation
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(a) Localization trajectory of Sequence-2 (b) pillar and window ledge

(c) Pose-A (d) Pose-B (e) Pose-C

Figure 7. We find that deviations between as-planned and as-built cause a sudden “jump” in the localization
trajectory. In 7b, the pillar is shown in the yellow box and the window ledge is shown in the red box for clearance.
In 7c, 7d and 7e, the green points represent measured LiDAR points and white points are generated map points
from BIM.

(R, t) are used to align the trajectories of DLO and BIM-
based localization. The initial robot poses are manually
fixed in the point cloud maps.
As shown in Figure 4, three data sequences are collected

for localization evaluation. Among the three sequences,
one is collected on the 2nd floor of SDE4 building and
two with loops are collected on the 3rd floor. We also
present numerical errors of entire trajectories in Table 1,
in which mean error is the mean of the absolute value of
each error. The translation and rotation error variations
are also presented in Figure 5 and Figure 6 with respect to
the traveling distance.
As observed from the errors, the proposed BIM-based

localization method can track the lidar scanner success-
fully with minor errors. In Table 1, the rotation errors
of Sequence-1 are larger than errors of Sequence-2 and
3. We consider this is due to several reasons, such as
the differences in map point distributions, traveling tra-
jectories, etc. Overall, most of the translation errors are
below 0.2m and rotation errors are below 2◦, which is
acceptable for indoor positioning systems, but still needs
to be improved for navigation applications in the future.
Compared to previous BIM-based pose estimation meth-

ods [15, 17], the proposed LiDAR localization can track
the sensor pose continuously and more accurately, even
though only scan matching is involved in our method.

4.3 As-Planned vs As-Built

We also notice that there are two large discrepancies
in Sequence-2 during robot localization, resulting in the
large errors seen in Figure 5b and Figure 6b. Three robot
poses A, B and C are selected in chronological order for
investigation, as shown in Figure 7a. Specifically, Pose-B
exhibits a large error compared to the ground truth. The
bird’s-eye-view of aligned LiDAR points and map points
are presented in Figure 7c, 7d and 7e for visualization.
In Figure 7c and 7e, the point cloud of the pillar (yellow

box) is aligned correctly but points of the window ledge
(red box) are not aligned. While in Figure 7d, the pillar
points are unaligned. Wemeasure the distance between the
unaligned ledge points using ROS Rviz and the deviation
distance is around 0.7m. Based on the analysis above, we
conclude that there is a deviation between as-planned BIM
and as-built construction status on the 3rd floor which lead
to the large localization errors in Sequence-2. On the other

75



39 Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

hand, compared to SLAM-based maps, we consider that
BIM-to-Map conversionwill not involvemeasurement and
estimation errors, which will provide higher-quality local
point clouds.

5 Conclusion and Future Work
A workflow of BIM-based robot localization is pre-

sented in this paper. We first convert BIM to metric point
cloud maps and then perform ICP- based localization to
localize a LiDAR sensor. In the experimental section, we
conduct a real-world case study at NUS campus. We also
find that the deviations between as-planned BIM and as-
built buildings bring localization errors in this workflow.

We consider there are several research directions to im-
prove the workflow, categorized as follows:

• More robust point cloud registration or alignment to
overcome the deviations from BIM. We consider the
semantic information of BIM could help build robust
registration. On the other hand, the registration algo-
rithm can be improved using fine-tuned parameters
or other outlier filters.

• Multi-sensor fusion for a more accurate localiza-
tion system. Generally, inertial measurement unit or
other odometry modules can help build a more com-
plete system, i.e., providing a high-frequency motion
model, which will definitely improve the localization
performance.
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Abstract – 

In the context of Construction 4.0, the data-
intensive nature of the AEC/FM industry puts data-
related issues at its core. The powerful ability of data 
mining to process and utilize data makes it the 
preferred option for solving data-related problems. 
Currently, there is no summary of data mining 
applications in terms of Construction 4.0. To figure 
out the current state and future opportunities of data 
mining for Construction 4.0, this study conducts a 
bibliometric analysis with three steps: (1) 
determining research context and scope, (2) 
retrieving literature from Web of Science, and (3) 
modeling and visualizing the word similarity network 
using VOSviewer. Three main research areas, namely 
data mining for intelligence, digitalization, and 
automation, are identified. The main research topics 
and objects are summarized for each research area. 
Furthermore, two promising research fields, namely 
construction robots and construction cybersecurity, 
are discussed as future opportunities. This study 
reveals the current body of knowledge concerning the 
applications of data mining and points out its future 
development directions in the context of Construction 
4.0. 
 
Keywords – 

Knowledge discovery; Digitalization; Automation; 
Virtualization; Decentralization; Artificial 
intelligence; BIM; Robot 

1 Introduction 
With the emergence and evolution of digitalization, 

automation, virtualization, and decentralization 
technologies, the world is experiencing a new industrial 
revolution, commonly labeled as Industry 4.0 [1]. The 
counterpart of Industry 4.0 in the Architecture, 
Engineering and Construction, and Facilities 
Management (AEC/FM) industry is known as 

Construction 4.0 [2]. The AEC/FM industry has many 
opportunities to benefit from Construction 4.0, and 
traditional industry practices are expected to be highly 
smart to avoid excessive human intervention for 
achieving concerned targets [3]. 

The AEC/FM industry is a typical data-intensive 
domain. Especially, it undergoes rapid growth in terms of 
data generation and collection in the information age [4]. 
Effective data utilization can contribute to the AEC/FM 
industry’s added value. In the context of Construction 4.0, 
data-related issues are central [5]. Due to the adoption of 
digitalization, automation, virtualization, and 
decentralization technologies, large-sized, multi-
attributed, and unstructured data from diverse 
information sources (e.g., text, graph, image, audio, 
video) significantly increases the difficulty of data 
utilization [6][7]. Data mining is a process of discovering 
knowledge such as patterns from large data sets, which 
incorporates multiple fields, including statistics, pattern 
recognition, and machine learning [8]. Data mining can 
powerfully deal with a wide variety of data, and the 
knowledge it discovers can be used for information 
management, query optimization, decision support, etc. 
Therefore, data mining is a promising instrument for 
Construction 4.0. 

In recent years, the interest in data mining application 
status in the AEC/FM industry has increased, and several 
studies have explored it [4][6][7][9]. The potential of 
using data mining over traditional basic statistical 
methods and pure analytical methods to provide quick 
and useful insights for the AEC/FM industry has been 
indicated. However, there is a lack of a summary of data 
mining applications in terms of Construction 4.0. To fill 
this gap, this study conducts a literature review to identify 
the current state and future opportunities of data mining 
for Construction 4.0. The remainder of the paper is 
structured below. First, each step of the bibliometric 
analysis is explained. Then, the current state and future 
opportunities of data mining for Construction 4.0 are 
discussed. Finally, conclusions and outlook are provided.  
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Table 1. Search rules used in Web of Science 

Root AND Where (OR) AND When (OR) AND What (OR) 

    Infrastructure   Planning   Construction 4.0 Robot 

    Building   Design   Digitalization Drone 

    Road   Fabrication   Automation 3D printing 

  
  Railway   Construction   Virtualization Internet of 

things 

   Bridge   Operation   Decentralization Virtual reality 
Data 
mining   Tunnel   Maintenance   Building information 

modeling 
Augmented 
reality 

  
  Water supply   Renovation   Geographic 

information system Mixed reality 

  
  Sewage   Demolition   Digital twin Cloud 

computing 

  
  Electrical grid   

    
Artificial 
intelligence Blockchain 

    Telecommunication       Big data   

2 Research Methodology 
The bibliometric analysis process consists of three 

steps, and they are clarified as follows. 
The first step is to determine the research context and 

scope used to identify search keywords and narrow the 
research focus. From the perspective of technology 
applications, Construction 4.0 is seen as a means of 
finding a coherent complementarity between the main 
emerging technological approaches in the AEC/FM 
industry [5]. Because digitalization, automation, 
virtualization, and decentralization technologies are 
closely related to Construction 4.0, the literature on those 
technologies falls within the research scope. When 
studying a technology-related research topic, it is 
necessary to focus on a recent publication period to 
highlight the latest developments [10]. Therefore, the 
publication period of literature is limited to the past ten 
years (January 2012 to December 2021) to summarize 
recent technological advances and identify the current 
state. 

The second step is to retrieve literature from Web of 
Science according to the search rules presented in Table 
1. The dimensions data mining could be achieved, 
namely “Where”, “When”, and “What”, are investigated 
in parallel using the logical operator “AND”. In the 
dimension “Where”, ten keywords, such as “Building” 
and “Railway”, are connected using the logical operator 
“OR”. In the dimension “When”, eight keywords, such 
as “Design” and “Construction”, are connected using the 
logical operator “OR”. In the dimension “What”, 19 
keywords, such as “Building information modeling” and 
“Robot”, are connected using the logical operator “OR”. 
The initial search returned 3,653 pieces of literature, and 

the number was reduced to 274 by filtering to specific 
categories on Web of Science. The selected categories 
were Engineering Civil, Construction Building 
Technology, and Architecture. Fields such as 
Engineering Mechanical and Engineering Aerospace 
were excluded. 

The third step is to model and visualize the word 
similarity network using VOSviewer for identifying 
research areas. The words used for constructing the 
similarity network are extracted from the titles and 
abstracts of the retrieved literature [11]. 

The similarity between two words is calculated using 
a similarity measure known as the association strength 
[12], as expressed in Equation (1). 𝑠𝑖𝑗  refers to the 
similarity between words 𝑖 and 𝑗; 𝑐𝑖𝑗  refers to the number 
of co-occurrences of words 𝑖 and 𝑗; and 𝑤𝑖  and 𝑤𝑗  refer 
to the total number of occurrences of words 𝑖  and 𝑗 , 
respectively.  

𝑠𝑖𝑗 =
𝑐𝑖𝑗

𝑤𝑖𝑤𝑗
                                         (1) 

The similarity of words is visualized by their distance 
from each other in VOSviewer. The higher the similarity 
between two words, the shorter their distance. 
VOSviewer is to minimize a weighted sum of the squared 
Euclidean distances of all words for mapping and to 
impose that the average distance between two words 
equals 1 for avoiding all words having the same location 
[12], as expressed in Equations (2) and (3), respectively. 
𝑛  refers to the number of words; and 𝐱𝑖 = (𝑥𝑖1, 𝑥𝑖2) 
refers to the location of word 𝑖 in a two-dimensional map. 

𝑉(𝐱1, … , 𝐱𝑛) = ∑ 𝑠𝑖𝑗𝑖<𝑗 ‖𝐱𝑖 − 𝐱𝑗‖
2
              (2) 
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2

𝑛(𝑛−1)
∑ ‖𝐱𝑖 − 𝐱𝑗‖𝑖<𝑗 = 1                        (3) 

The weight of words is visualized by the size of their 
corresponding nodes. The larger a word and the 
corresponding node, the higher the weight of the word. 
The nodes of words are grouped in clusters of different 
colors. Words are assigned to clusters by maximizing 
𝑉(𝑐1, … , 𝑐𝑛) [13], as expressed in Equation (4). 𝑛 refers 
to the number of words; 𝑐𝑖 and 𝑐𝑗 refer to the clusters to 
which words 𝑖 and 𝑗 are assigned, respectively; 𝛿(𝑐𝑖 , 𝑐𝑗) 
refers to a function equaling 1 if 𝑐𝑖 = 𝑐𝑗  and 0 otherwise; 
and 𝛾  refers to a resolution parameter determining the 
detail level of clusters. 

𝑉(𝑐1, … , 𝑐𝑛) = ∑ 𝛿(𝑐𝑖 , 𝑐𝑗)𝑖<𝑗 (𝑠𝑖𝑗 − 𝛾)       (4) 

3 Findings 
The word similarity network based on the retrieved 

literature is presented in Figure 1. The blue (upper 
portion), red (right side), and green (left side) nodes 
indicate the words associated with clusters 1, 2 and 3, 
respectively. It is worth noting that the words clustered 
in one specific cluster can share similar concepts with 
another cluster through strong connections, meaning that 
they are not exclusively isolated from each other. These 
clusters could be seen as three main research areas in 
terms of Construction 4.0: (1) data mining for 
intelligence, (2) digitalization, and (3) automation, as 
listed in Table 2. The three research areas and future data 
mining opportunities for Construction 4.0 are interpreted 
and analyzed below. 

3.1 Data Mining for Intelligence 
Intelligence is defined as the ability to acquire and 

apply knowledge and skills [14]. In the context of 
artificial intelligence (AI), it allows to make decisions 
through data processing and get feedback in a manner 
similar to human thinking when facing complex and 
random environments. Data mining can nontrivially 
extract previously unknown and potentially useful 
information from data, and the application of data mining 
is one of the mainstream in intelligence. In the research 
area of data mining for intelligence, there are four main 
research topics: descriptive intelligence [17][18], 
diagnostic intelligence [19][20], predictive intelligence 
[21][22], and prescriptive intelligence [23][24], as listed 
in Table 2. 

Descriptive intelligence refers to describing data, and 
it answers the question “What happened in the past?”. 
Descriptive intelligence can be used to understand 
situations, performances, levels, and so on [17][18]. 
Occupant presence status is essential information for the 
simulation of building energy use. For gathering the 
actual information on occupant presence, a recognition 
method was designed using C4.5 Decision Tree (C4.5) 
and Curve Description (CD) from environmental data 
and the usage information of light and air conditioning 
[17]. Bad conditions of roads are one of the causes of 
fatal traffic accidents, and it is required to monitor the 
road state and detect road damages to enhance the safety 
of road traffic. Aiming to characterize the road condition, 
the classifiers applying Support Vector Machine (SVM) 
were developed to distinguish different types of road 
surfaces and obstacles [18]. 

Diagnostic intelligence refers to explaining data, and 
it answers the question “Why something happened in the 
past?”. Diagnostic intelligence can be used to determine 
the causes of trends, correlations between variables, why 

 
Figure 1. Word similarity network based on the retrieved literature
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Table 2. Research areas, topics, and objects identified and summarized from the retrieved literature 

Research area Research topic Research object 

Data mining for 
intelligence 
(blue cluster) 

Descriptive intelligence Occupant presence status [17]; Road conditions [18] 

Diagnostic intelligence Building operation behaviors [19]; Electricity load patterns 
[20] 

Predictive intelligence Rebar amount [21]; Rock mass types [22] 

Prescriptive intelligence Sustainable building design decision-marking [23]; Building 
maintenance management [24] 

Data mining for 
digitalization 
(red cluster) 

Digitalization demand BIM innovation directions [25]; BIM user needs [26]; BIM 
manager role viability [27]; BIM labor costs [28] 

Digitalization modeling BIM modeling progress [29]; BIM and GIS schemas mapping 
[30] 

Digitalization management BIM-based collaborative design [31]; BIM construction data 
analytics [32]; BIM-based facility management [33] 

Data mining for 
automation 
(green cluster) 

Automation detection Road cracks [34]; Railway tunnel elements [35] 

Automation equipment 
Panelized home prefabrication facility production [36]; 
Tunnel boring machine construction safety and efficiency 
[37] 

Building automation system Building energy management [38]; BAS alarm management 
[39] 

anomalies occur, and so on [19][20]. Discovering 
underlying building operation data structures and 
relationships is beneficial to understanding building 
operation behaviors. In order to realize such abilities, a 
generic framework with Quantitative Association Rule 
Mining (QARM) was established, which helps detect and 
diagnose building operation strategies, non-typical and 
abnormal building operations, and sensor faults [19]. A 
considerable amount of real-time electricity consumption 
data provides a promising way to figure out energy usage 
patterns and improve building energy management. With 
this in mind, a general framework integrating Density-
Based Spatial Clustering Application with Noise 
(DBSCAN), K-means, and Classification and Regression 
Tree (CART) was proposed to extract typical electricity 
load patterns and discover insightful information hidden 
in the patterns [20]. 

Predictive intelligence refers to identifying the 
likelihood of outcomes based on data, and it answers the 
question “What is likely to happen in the future?”. 
Predictive intelligence can be used to forecast unknown 
future features, activities, trends, and so on [21][22]. The 
amount estimation of rebar is essential for the cost 
determination of reinforced concrete structures during 
the design stage. Taking into account the existing 
limitations of rebar in 3D modeling, Decision Tree (DT) 
and Case-Based Reasoning (CBR) were adopted to 
estimate the amount of rebar in reinforced concrete 
structures, and the amount can be statistically classified 
by parameters through generating decision tree nodes 
[21]. Achieving safe and efficient tunneling needs 
geological conditions (i.e., rock mass types) ahead of the 

tunnel face. To determine rock mass types, Balanced 
Iterative Reducing and Clustering using Hierarchies 
(BIRCH),  K-means++, and Support Vector Classifier 
(SVC) were employed based on the operation data of a 
tunneling boring machine (i.e., cutterhead speed, 
cutterhead torque, thrust, and advance rate) [22]. 

Prescriptive intelligence refers to recommending 
actions to affect likely outcomes based on data, and it 
answers the question “What is the best course of action?”. 
Prescriptive intelligence can be used to suggest decision 
options and show the implication of decision options 
[23][24]. In sustainable building design, an interplay 
between multidisciplinary input and the fulfillment of 
diverse criteria is required for aligning into one high-
performing whole. However, design decision-making 
still relies heavily on rules of thumb. Therefore, the 
design decision-making based on knowledge discovery 
in disparate building data was proposed with Multivariate 
Motif Discovery (MMD) and Temporal Association Rule 
Mining (TARM) [23]. Building maintenance data such as 
maintenance requests is a valuable means to assess 
building performance and gain insights for preventive 
maintenance actions. To allow facility managers to 
shrink and limit the area where faults usually occur and 
determine what building elements and systems are the 
most problematic, a Text Mining (TM) approach was 
applied by analyzing textual data contained in 
unstructured maintenance management systems [24]. 

3.2 Data Mining for Digitalization 
Digitalization is defined as the adaptation of a system, 
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process, etc., to be operated using computers and the 
internet [15]. Digitalization greatly facilitates data 
generation and collection, thus driving an unprecedented 
growth rate of data. Traditional data analysis cannot 
handle a large amount of data, which promotes the 
application of data mining in digitalization. In the 
research area of data mining for digitalization, there are 
there main research topics: digitalization demand 
[25][26][27][28], digitalization modeling [29][30], and 
digitalization management [31][32][33], as listed in 
Table 2. 

To enable digitalization growth, extra demands, such 
as innovative directions, user needs, personnel roles, and 
labor costs, are appeared [25][26][27][28]. The 
awareness of application hotspots and the forecast of 
development trends can drive BIM innovations. Based on 
patent analysis of BIM applications, a framework 
integrating Social Network Analysis (SNA) and Latent 
Dirichlet Allocation (LDA) was established to identify 
the technological development and innovation of BIM 
[25]. The high threshold of domain knowledge and the 
information asymmetry between developers and users 
make it difficult for technology developers of BIM 
applications to fully understand user needs. Combined 
with domain knowledge, text mining techniques, 
including Sentiment Analysis (SA) and Topic Modeling 
(TM), were utilized to capture user needs from BIM app 
attributes and user comments [26]. In BIM-enabled 
projects, the BIM manager has emerged as a necessary 
adjunct role. To test the likelihood of a long-term market 
demand for the BIM manager as a distinct role, Singular 
Value Decomposition (SVD) and Frequent Pattern 
Growth (FP-growth) were conducted according to BIM-
related job advertisements [27]. When adopting BIM in a 
project, additional labor costs need to be involved. To 
reduce the prediction risk of BIM labor costs, a hybrid 
approach integrating Random Forest (RF) and Simple 
Linear Regression (SLR) was used to improve the 
prediction accuracy of a project’s BIM labor costs [28]. 

Digitalization changes traditional modeling methods, 
so new concerns are raised from a modeling perspective, 
including modeling progress and interoperability 
[29][30]. In building design practices, the close 
monitoring of modeling processes and the correct 
measurement of modelers’ performance are required. 
Having an objective measurement system to quantify 
modeling progress contributes to performance 
monitoring. Hence, a sequence mining algorithm based 
on Generalized Suffix Tree (GST) was implemented to 
identify implicit 3D modeling patterns from unstructured 
temporal BIM log data [29]. The functionality between 
BIM and GIS can be enhanced through their 
interoperability, and data mapping is critical for seamless 
information sharing between BIM and GIS models. 
Given the complexity of BIM and GIS schemas, mapping 
candidates were generated using text mining techniques 

such as Cosine Similarity (CS), Market Basket Analysis 
(MBA), and Jaccard Coefficient (JC) [30].  

Digitalization creates a new work mode and generates 
new types of information; thus, some management-
related thinking emerges [31][32][33]. BIM technically 
supports multiple designers to model together and 
exchange opinions. Considering the network-enabled 
event log mining is beneficial for a deep understanding 
of the BIM-based collaborative design work, a novel 
algorithm combining node2vec and Gaussian Mixture 
Model (GMM) was proposed to discover and analyze 
potential clusters of designers within a network from 
BIM log data, which provides support for BIM-based 
design monitoring and reliable decisions to increase 
collaboration opportunities [31]. BIM is an effective tool 
that improves communication and information flow 
between construction parties. To efficiently retrieve 
useful information from raw project data within the BIM 
environment, association, clustering, and trend analyses 
were performed to identify hidden patterns and detect 
relationships between different attributes (e.g., the 
correlation between construction elements or 
correspondence subjects) [32]. In current building 
operation and maintenance activities, complex and non-
intuitive data records and inaccurate manual inputs raise 
difficulties in making full use of the information stored 
in BIM models. For improving facility management, K-
means, local density-based outlier detection, and Apriori 
were conducted to extract meaningful patterns and detect 
improper records in a data warehouse transformed from 
the BIM database [33]. 

3.3 Data Mining for Automation 
Automation is defined as the use of largely automatic 

operations, equipment, or systems [16]. To achieve 
predetermined goals in accordance with human 
requirements, automation needs to be driven by data. It is 
common to collect, process, and utilize various types of 
complex data in automation, and the application of data 
mining is widespread. In the research area of data mining 
for automation, there are three main research topics: 
automation detection [34][35], automation equipment 
[36][37], and building automation system [38][39], as 
listed in Table 2. 

Traditional manual detection is time-consuming, 
error-prone, and in some cases, dangerous. To overcome 
these shortcomings, data mining is used to automate the 
detection process [34][35]. Road cracks potentially 
reduce road performance and threaten traffic safety. For 
road crack detection automation, there exist several 
challenges such as intense inhomogeneity along cracks, 
topology complexity of cracks, and inference of noises 
with a similar texture to cracks. Taking these issues into 
consideration, an automatic road crack detection 
framework was built using structured Random Forest 
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(RF) and Support Vector Machine (SVM) upon road 
crack image datasets [34]. Performing regular 
inspections of railways is essential to avoid extreme 
events. In order to enhance the automation of railway 
inspections to reduce the human component, Principal 
Component Analysis (PCA) and Support Vector 
Machine (SVM) were applied for the detection and 
decomposition of railway tunnels according to mobile 
laser scanning datasets [35]. 

Automation equipment can facilitate workflow and 
make work-related tasks perform independently. Data 
mining can play a positive role in the functional 
improvement of automation equipment [36][37]. Due to 
the complex and unique nature of the home building 
process, existing manufacturing concepts do not apply to 
the panelized home prefabrication facility. Accordingly, 
production planning and control were developed for the 
characteristics of a panelized home prefabrication facility, 
and Random Sample Consensus (RANSAC) was used to 
extract models from the data collected using RFID [36]. 
The tunnel boring machine (TBM) has become a 
preferred equipment in the construction of long and large 
tunnels. However, its inability to mine massive 
information leads to a prevalence of unsafe and 
uneconomical TBM construction. Aiming to realize real-
time safety warnings, deviation corrections, and 
excavation controls, the rules, such as the interaction 
between rock mechanics properties and machine 
characteristics, were mined [37]. 

Building automation system (BAS) provides a 
network-based platform for automatically monitoring 
and controlling various complex building systems, and 
data mining is applied to enhance the performance of 
BAS [38][39]. Building operations are typically dynamic, 
and therefore BAS data is multivariate time-series data in 
essence. Because the temporal knowledge discovery in 
BAS data receives little attention, a time-series data 
mining methodology, including Symbolic Aggregate 
approXimation (SAX), Motif Discovery (MD), and 
Temporal Association Rule Analysis (TARA), was 
presented for building energy management [38]. When 
building systems behave differently from design values, 
BAS will raise alarms, usually generating an excessive 
number of alarms every day. The lack of actionable alarm 
information makes it difficult for building operators to 
take action, so a data mining framework was constructed 
to preprocess raw alarm data, categorize the alarms based 
on affected objects, and prioritize the alarms with 
quantitative impacts [39]. 

3.4 Future Opportunities 
There are two promising research fields, i.e., 

construction robots and construction cybersecurity, to be 
exploited using data mining for Construction 4.0. 

The construction robot is an important part of 

Construction 4.0-related technologies. With the 
continuous development of robotics in recent years, more 
and more projects have used, or are considering using, 
construction robots. Construction robots can effectively 
improve work productivity and reduce safety risks by 
replacing or assisting workers in performing construction 
tasks. In a complex and dynamic on-site environment, 
localization and navigation are the main challenges for 
construction robots. Localization refers to the robot’s 
ability to identify its location, and navigation refers to its 
ability to monitor and control its movement from one 
place to another [40]. To avoid obstacles, especially 
moving ones, these abilities require constriction robots to 
be equipped with extra sensors to collect data from the 
on-site environment. Depending on intended applications, 
the collected sensory data may be visual, thermal, and so 
forth. A high volume of such unstructured data with noise 
needs to be processed and utilized in real-time, which 
provides opportunities for data mining. Although some 
researchers have begun to apply data mining techniques 
to deal with these problems, there is still great space for 
research exploration, considering the random nature of 
the on-site environment [41]. 

Construction 4.0 is making the AEC/FM industry 
more vulnerable to cyber attacks, significantly increasing 
concerns about construction cybersecurity [42]. 
Construction cybersecurity is the practice of protecting 
the critical systems (e.g., digital twin system) and 
sensitive information (e.g., BIM model) used in projects 
from cyber threats. These potential threats include denial-
of-service, functional modification, reading forgery, and 
data theft. Intrusion detection is one of the primary means 
for construction cybersecurity, which has two basic 
approaches: misuse detection and anomaly detection. 
Misuse detection refers to matching monitored events 
with attack signatures in the database, and anomaly 
detection refers to identifying events that mismatch 
expected patterns. Undoubtedly, data mining can provide 
an effective solution for these detections. Although there 
has been existing research in the cybersecurity domain, 
the AEC/FM industry still has unique challenges. The 
application of data mining in construction cybersecurity 
is worth investigating in this cutting-edge field generally 
overlooked [43]. 

4 Conclusions and Outlook 
With the increased generation and accumulation of 

data in the era of Construction 4.0, the computing 
paradigm is shifting to data-oriented. Large enough data 
contains valuable information. However, finding this 
valuable information is not trivial. Data mining provides 
the ability to discover knowledge from large data. 

This study takes a systematic literature review to 
provide an overall view of data mining for Construction 
4.0. A bibliometric analysis was conducted based on the 
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literature retrieved from Web of Science, and the word 
similarity network was generated using VOSviewer. The 
outcome shows three main research areas identified in 
terms of Construction 4.0: data mining for intelligence, 
digitalization, and automation. Data mining for 
intelligence is characterized by four research topics: 
descriptive intelligence, diagnostic intelligence, 
predictive intelligence, and prescriptive intelligence. 
Similarly, data mining for digitalization has three main 
research topics: digitalization demand, digitalization 
modeling, and digitalization management. Finally, data 
mining for automation includes three main research 
topics: automation detection, automation equipment, and 
building automation system. Moreover, the fundamental 
issues of construction robots and construction 
cybersecurity that can be investigated by data mining 
techniques are discussed. This study summarizes the 
current state and future opportunities of data mining for 
Construction 4.0, reveals the current body of knowledge 
concerning data mining applications, and proposes 
development directions in the context of Construction 4.0. 

It should be highlighted that this study focuses on the 
application of data mining for Construction 4.0 from a 
global perspective. In future research, non-obvious local 
details (e.g., comparison between data mining techniques 
applied to a specific field) will be further investigated. 
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Abstract – 

With the recent commercial availability of 

autonomous mobility platforms, construction 

researchers have focused their attention to the 

application of advanced robotic tools on jobsites. One 

such mobility platform is Boston Dynamic’s robot, 

“SPOT.” The software development kit (SDK) 

enabled, quadruped robot has the infrastructure to 

attach interchangeable payloads including LiDAR 

(Light Detection And Ranging) scanners. Researchers 

have conducted a pilot study comparatively analyzing 

terrestrial LiDAR scans from a human-based tripod 

scan system and the scans executed by SPOT in both 

manual and autonomous modes. The research looked 

at three metrics – quality of scans, productivity 

savings, and robot accuracy. The result shows that 

although scan quality is slightly diminished due to the 

height and shape of the robot, the productivity gains 

from an autonomous robot could offset the scan 

quality with additional scans.  In addition, in small 

sample testing, the robot was accurate in returning to 

a pre-defined location in autonomous mode. Due to 

the page limit, this paper only presents the results and 

findings of quality of scans of this this research study. 

Keywords – 

Autonomous Robots; Construction 

Robotics; Construction Site Monitoring; Data 

Capture; LiDAR Scanning 

1 Introduction 

Light Detection and Ranging, or more commonly 
known as “LiDAR”, is an important data capture 
instrument on construction projects. This technology is a 
remote sensing method that uses light in the form of a 
pulsed laser to measure ranges (variable distances) from 
the scanning device to an object. These light pulses 
generate precise, three-dimensional information about 
the shape of the items within range of the scanner and its 
surface characteristics [1]. The resultant data collected by 

the scanner is rendered by specialized software creating 
a 3-dimenional “point cloud.” Such point clouds created 
from terrestrial LiDAR have an accuracy measured in 
millimeters and is a reliable mechanism for existing 
condition assessment and as-built documentation. 

Historically, terrestrial LiDAR scanning (TLS) in the 
construction industry relies on a human setting the 
scanner on a tripod in predetermined locations in order to 
capture a comprehensive view of the space requiring the 
scan (Figure 1). This process works, but does require 
human intervention and depending on the number of 
scans for coverage of a designated area, can take a 
significant amount of time.  

Figure 1: Example terrestrial LiDAR scanning 
(TLS) approach using a tripod. 

With the recent availability of autonomous mobility 
platforms, researchers have focused their attention to the 
application of advanced robots on construction sites. One 
such mobility platform is Boston Dynamic’s SPOT. 
Described by Boston Dynamics [1] as, “an agile mobile 
robot that navigates terrain with unprecedented mobility, 
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allowing [users] to automate routine inspection tasks and 
data capture safely, accurately, and frequently.” SPOT is 
a SDK (software development kit) enabled, quadruped 
robot, allowing for the attachment and integration of 
payloads. One such payload is the FARO S-350-series 
Laser Scanner (Figure 2). By mounting scanners like the 
FARO S-350 onto an autonomous mobility platform, 
interfacing the payload to SPOT, and executing “actions” 
through the integrated autonomous mode, the possibility 
exists for scans to be executed without the need for 
human intervention. 

 

Figure 2: Boston Dynamic’s SPOT with 
FARO S-350 payload. 

Based on hours of testing, under ideal conditions, 
executing actions with SPOT while in autonomous mode 
is a fairly reliable process; however, executing 
autonomous actions, on an active construction site, with 
industry standard hardware has yet to be evaluated. To 
date, the published literature on SPOT has been mostly 
conjecture. This is likely due to the relatively recent 
availability of SPOT for purchase and the high cost. The 
goal of this research is to conduct a pilot study 
comparatively analyzing human-controlled terrestrial 
LiDAR scans from a tripod and the scans executed by 
SPOT. This research is significant because there is 
currently no published experimental research evaluating 
application of the Boston Dynamics SPOT on an active 
construction site. For this research, the quality between 
the tripod based scan and robot based scan are being 

evaluated. The research question being evaluated: 
• Is there a quality difference between the point clouds 

produced by the tripod-based scan and the SPOT-
based scan? 

2 Literature Review 

Semi and fully autonomous robotics have made a 
significant emergence within the industry in the last 
decade. Current market robots are designed to execute a 
wide arrange of construction activities in both the 
administrative and skilled labor spaces.  

The use of LiDAR scanning is a growing trend in the 
built environment. Research has investigated its 
application in civil construction [2-6] and building 
construction [6-8], and has shown that it can provide an 
efficient alternative to traditional surveying options [6-8]. 
It has been recognized to be suitable in multiple 
applications such as project progress monitoring, 
developing as-built documentation, quality control, 
historical documentation, and existing conditions 
analysis [6, 8–12]. Since the commercial availability of 
LiDAR scanners in the early 2000s, implementation has 
focused mainly on terrestrial laser scanning (TLS) [2, 3, 
13]. TLS involves manual setup, deployment, and 
relocation of a tripod-mounted scanner by an individual 
to capture the necessary project elements. Although more 
efficient than alternative methods, the approach requires 
considerable time investment and has been identified to 
have project accessibility limitations [14]. 
Photogrammetry has been an alternative approach to 
laser scanning for similar project applications – 
especially when deployed with a UAV [15]. It has 
advantages over TLS in terms of portability and price; 
but it also presents a number of limitations in terms of 
accuracy, data completeness, scaling, robustness to 
various material textures, etc. 

Mobile applications of laser scanning (MLS) have 
been developed as a means to resolve the limitations of 
TLS. Gargoum and Karsten [16] investigated using 
LiDAR scanners mounted to vehicles for scanning large 
sections of highways for site distancing analyses. 
LiDAR-mounted unmanned aerial vehicles (UAVs), 
have shown beneficial for exterior scanning work – 
especially in hard-to-access areas such as conducting 
inspections on bridges or exterior building walls [12, 17-
19]. However, most of the research using LiDAR-
mounted UAVs has focused on industries other than 
building construction due to identified limitations for 
interior building applications because of communication 
issues with the related global positioning systems on 
which they often operate [17, 20-22].  

Alternative strategies are currently being evaluated to 
address these issues. Xin et al [23] investigated the use of 
LiDAR as a navigation system for deploying UAVs in 
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indoor applications where GPS typically falls short. 
Unmanned Ground Vehicles (UGVs) have been explored 
as one solution to the limitations associated with UAVs 
for interior implementation on construction projects (Xin, 
et al., 2020). The UGV solution has presented challenges 
related to automation though, especially when ground 
obstacles are presented. Lee, Park, and Jang [24] utilized 
a combined drone and wheeled robot mounted with a VR 
camera and LiDAR to test monitoring capabilities of 
interior construction progress. Asadi et al. [25] noted 
numerous studies that combined UGVs and UAVs, but 
none provided an autonomous solution. They used this 
previous research as the justification for their 
investigation of an autonomous combined UAV/UGV 
approach.  

All the previous studies required the use of a UAV 
and UGV to complete the navigation and monitoring 
process. One potential solution to this limitation is 
Boston Dynamic’s SPOT; a SDK enabled, quadruped 
robot, allowing for the attachment and integration of 
payloads such as LiDAR scanners and cameras [26]. It 
appears the current research is very limited on a singular 
autonomous solution like SPOT for construction 
monitoring [27]. This study is significant as it provides a 
first look into the application of an autonomous 
quadruped robot on an active construction site.  

3 Methodology 

This research project used an experimental setup in 
order to achieve the goals.  

3.1 Experiment Location 

The experiment took place on the first floor of a 
multi-level active construction site with workers present. 
An active site was preferred in order to identify any 
limitations to the robot in autonomous mode. At the time 
of the experiment, the structural elements for the first 
floor were complete and much of the in-wall and 
overhead work was taking place. There were numerous 
stored materials laying around the floor space and no 
drywall had yet to be installed. This phase of the project 
is ideal for the “productivity” and “accuracy” portion of 
the research as the lack of visual markers for the robot to 
situate itself within the space and the amount of possible 
route obstructions could put the robots AI (Artificial 
Intelligence) to the test during autonomous walks. 

3.2 Experiment Setup 

This research compared the quality and productivity 
differences between a tripod and SPOT mounted TLS. In 
addition, the research looked at how accurate SPOT, 
when placed in autonomous mode, was at positioning 
itself in relation to the benchmark set in manual mode. In 

order to quantify these differences, the researchers 
divided the data collection into the three constituent parts 
(scan quality, productivity, and accuracy). All 
experiments used 4 scan locations on the first floor of the 
active construction site. Figure 3 presents the 4 scan 
locations as well as the distance between them. In order 
to get to Location 4 from Location 3, both the human and 
robot needed to work around some stored materials 
obstructing the path.  

 
Figure 3: Four scan locations on project floor 

plan w/ distances between markers. 

3.3 Scan Quality 

At the 4 predetermined locations, a scan was taken 
from a FARO S-350 scanner mounted on a tripod (set up 
by a human) and then again with the same FARO S-350 
scanner mounted on SPOT. Each scan used the identical 
scanning profile as described in Table 1. The series of 
scans were in immediate succession to avoid possible 
disruptions that could affect the result, such as difference 
of sunlight.  As an active construction site, the 
expectation that people would be passing through the 
scans was assumed. No effort was made to prevent this. 
Any scan taken during working hours would encounter 
this issue. The quality analysis in this research was based 
on the coverage and clarity of the resultant point clouds, 
not on the specific items that the scan captured. The only 
variable for this portion of the research was the platform 
in which the FARO scanner was mounted. The resultant 
point clouds were processed and registered in FARO 
SCENE and then exported to Autodesk Recap Pro for 
evaluation. The quality analysis used two metrics for 
evaluation, a visual assessment by each researcher and 
the registration report.  
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Table 1. Details of Scanning Profile 

Setting Value 

Scan Resolution 1/5 
Scan Quality 4 x 
Scan Duration > 7:09 minutes 
Scan Size 8192 x 3413 
Photo Capture On 
HDR Photo Off 
MPts 28.0 
Point Distances 0.276 in / 30 ft 
Unambiguity Interval 2014.354 ft 

3.4 Hardware Setup 

The tripod based scanner used a standard hardware 
setup, with the height of the scanner lens at 5’-5 3/8” 
from the concrete floor. This elevation was for comfort 
of the user and was the standard protocol used in TLS. 

 
Figure 4: Hardware setup of tripod based 

scanner and robot based scanner. 

The SPOT based scanner has the scanner lens at 2’-7 
1/2”. This height was a function of the stand height of the 
robot and the custom mount used to attach the FARO 
scanner to the robot. Other hardware - A Velodyne 
LiDAR scanner and SPOTCore processor - on the robot 
was used to improve the autonomous vision of the robot 
during Autowalks. This setup improved the vision of the 
robot from 2 meters, from the onboard cameras, to 100 
meters [28].  A week before the experiment, the research 
team ran checks on the robot in order to verify proper 
functionality. This included a load cell check, camera 
check, and camera recalibration. At the time of the 
experiment, the robot had no internal errors. Figure 4 
presents the hardware setup of the tripod-based scanner 
and the robot-based scanner. 

4 Results and Analysis 

Scans were taken at four different pre-determined 
locations as identified on the building floorplan in the 
Methodology section. However, during execution of the 
experiment there was a number of materials, tools, and 
miscellaneous artifacts located in the work area. All 
items were left in place as a means to capture the full 
effects of replicating the scans on an active construction 
site. Some of these items presented specific obstacles that 
SPOT would have to maneuver around in order to access 
the scan locations.  

The scan quality was evaluated on two metrics, visual 
comparative analysis and registry report data developed 
through the registration in FARO SCENCE. The visual 
comparison yielded mostly inconsequential differences 
with two visual issues.  Firstly, due to the shape of SPOT, 
in comparison to a tripod-based scan, the rear shadow 
was substantially larger as shown in Figure 5. When the 
scanner rotated to the back side of SPOT and pulsed at an 
angle slightly below 0 degrees, the scan was interrupted 
by the internal LiDAR scanner that SPOT was using for 
extended vision. Another issue noticed by the researchers, 
arguably more substantial, was that the height of the 
FARO scanner on SPOT (measured as 2’-7 ½) was 
almost three feet lower than that of the scanner mounted 
on the tripod (measured as 5’-5 3/8”), which affected the 
effective coverage of the captured point clouds. As 
shown in Figure 6, the top surfaces of the jobsite storage 
boxes and other items behind those boxes in the 
background were captured by the scan on the tripod setup 
but not by the scan on SPOT. 

The second quality metric was the registration report 
comparison developed by FARO SCENE software while 
the point cloud was being processed and registered. The 
results of point cloud registration reports, as shown in 
Figure 7, revealed that although the robot-based scans 
had a mean point error that was more than double that of 
the tripod-based scans, both sets of scans were showing 
a Mean Point Error under 1.6 millimeters. Two possible 
causes of the larger Mean Point Error of the SPOT-based 
scan are 1) the slightly instability of the mount setup on 
the robot compared to the very steady tripod setup, and 2) 
fewer points were captured close to the scanner due to the 
shadow under the robot which could have been used to 
improve scan registration. The researchers also expected 
that the error of the scan registration would be fairly 
minimal due to the following factors: 
• A very small amount of scans were captured for each 

round of the field testing 
• The scan stations were set up relatively close with 

the longest distance between any two scans being 
less than 38 feet 

• There were plenty of unique rough and hard 
surfaces in the testing area captured by the scanner 

89



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

which were ideal for scan registration 

 
(a) Scan captured on a tripod 

 
(b) Scan captured on SPOT 

Figure 5: Comparison of shadow cast on tripod-
based scan vs. SPOT-based scan. 

 

 
(a) Scan captured on a tripod  

(b) Scan captured on SPOT 

Figure 6: Comparison of capture limitations on 
tripod-based scan vs. SPOT-based scan. 

 

 

 
(a) Tripod Based Scans 

 
(b) Robot Based Scans 

Figure 7: Registration report comparison. 

With other metrics such as overlap, maximum point 
error, and acceptable color matrix results, the two sets of 
scans were yielding results that were, quality-wise, 
indistinguishable.  

5 Conclusions and Discussion 

The goal of this research was to conduct a pilot study 
comparatively analyzing terrestrial LiDAR scans (TSL) 
from a human-based tripod setup and the scans executed 
using the Boston Dynamics SPOT. Analysis was 
conducted on the metrics of quality, productivity, and 
accuracy.  However, one the conclusion and discussion 
regarding the quality of the scan data captured from the 
study are included in this paper. 

5.1 Scan Quality 

The scans taken with SPOT identified some 
challenges with quality of capture related to vantage 
point and shadow cast. This was due to the physical shape 
of SPOT, autonomous payloads, and reduced height of 
the scanner when mounted on SPOT’s back. Ideally, 
LiDAR scans for as-built of the interior of a construction 
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project are captured by scanners elevated to five feet or 
higher using a tripod.  At such height, the scanners are 
able to capture the surfaces of common features in the 
buildings, such as desktops, countertops, lavatories, etc.  
However, when mounted on SPOT, the highest surfaces 
that the scanner can capture are roughly 2’-8”, resulting 
in null data for elevated finishes.  Certainly there are 
mechanical ways to elevate the scanner on SPOT, such 
an altered mount, however this will create additional 
issues that could be far worse than the initial problem. 
First, mechanically raising the scanner will significantly 
alter the balance the SPOT system and make it more 
vulnerable to fall. Second, the programming of the SPOT 
control system needs to be altered to change its sense of 
clearance. A potential solution to this could be a 
reticulating mount, but this product currently does not 
exist and would need to be manufactured specifically for 
this application. 

The other issue of capturing LiDAR scans on SPOT 
identified through this research is the relatively large 
shadow in the point clouds that was caused by the rear 
payloads and shape of the robot.  This issue resulted in a 
less amount of effective points captured by each robot 
based scan. Mitigation of this issue can be done in two 
ways. First, removal of the internal LiDAR scanner (rear 
payload) from the robot would yield a slightly smaller 
shadow; however, this may actually be counter-
productive to the overall effectiveness and productivity 
gains acquired from the robot. Removing the rear 
payloads will likely improve the coverage of the point 
cloud behind the robot but, as the internal LiDAR gives 
SPOT additional vision, removal of this system may 
require additional fiducials, resulting in more human 
intervention. Perhaps the more effective mechanism for 
improving the scan coverage in regards to the rear 
shadow, is to decrease the spacing between scan stations 
to compensate the shadow areas, resulting in additional 
scans. Additional scans would obviously effect cycle 
time, but ultimately, an accurate point cloud is the 
superseding goal.  

5.2 Summary 

This study focused on providing an introductory look 
into employing the Boston Dynamics SPOT autonomous 
robot on an active construction site to analyze practical 
uses for terrestrial LiDAR scanning. Recognizing the 
current literature on this new robot is extremely limited, 
this research is significant in providing a first look at 
quality, productivity, and accuracy on an active 
construction site. It also serves as a proof of concept for 
a methodology to conduct future research. The results of 
the study suggest some possible usages for SPOT to be 
implemented on active construction sites. However, 
future research needs to be conducted to collect more 
repetitive and larger samples for analysis quality, 

productivity, and accuracy. Some specific areas need to 
focus on how obstacles affect these metrics, consistency 
and reliability of accuracy, and human intervention 
required to implement the robot on to achieve consistent 
and accurate results. Other research should look at 
options to improve the flexibility of payloads that can be 
used. Specific to LiDAR scanners, mounting options 
need to be researched to get the vantage point of the scan 
higher and to provide a more stable platform for the 
LiDAR scanner. Future research may want to look at 
using SPOT for surveying, but that would require greater 
accuracy and in its current form, does not appear possible 
without additional programming and/or human 
intervention. Other robotics companies are focusing their 
efforts on layout, possibly making SPOT an 
inappropriate tool for the application. 
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Abstract –  

Scaffolds are essential temporary structures on 
construction sites. Since scaffolds are frequently 
installed and dismantled, the inspection needs to be 
performed in real-time. This paper proposes a 
framework to automate the acquisition process of 
scaffold point cloud data using a robot dog. First, a 
Simultaneous Localization and Mapping (SLAM) 
algorithm (LIO-SAM) is deployed for real-time map 
creation based on laser-based 3D data. Scaffolds are 
automatically detected using the bird’s eye view (BEV) 
projection images of the registered 3D point clouds. A 
scanning distance is also determined for each detected 
scaffold to move the robot dog to an optimal location. 
The robot dog can successfully scan the scaffolds on 
construction sites by using the proposed framework.  
 
Keywords – 

Autonomous Operation; Mobile Laser Scanning; 
Robot Dog; Real-time Detection; Scaffold 

1 Introduction 
Scaffolds are an indispensable factor on construction 

sites, and it is one of the major risk factors for 
construction safety management. According to the 
statistics by the Korean Ministry of Employment and 
Labor, more than half (51.5%) of fatalities in the 
construction industry are falling accidents, and scaffolds 
are the contributing factor (19.9%) to falling fatalities [1]. 
Because scaffolds are frequently installed and dismantled 
during construction, safety management is difficult. 
Real-time inspection is ideal for a thorough inspection, 
but it rarely becomes a reality due to its labor-intensive 
and costly nature. Automating the inspection process 
using a mobile robot could be a solution for the effective 
monitoring of scaffolds. By adding repeatability to the 
labor-intensive inspection process, fast and efficient 
monitoring could become a reality.  

Kim et al. [2] proposed a framework for automatic 
scaffold segmentation and 3D reconstruction based on 
3D point clouds acquired by Mobile Laser Scanning 

(MLS). A robot dog was used in the study for the point 
cloud data acquisition process, but the robot dog was 
teleoperated. Teleoperation can reduce human labor for 
data acquisition but still requires human intervention. 
There are some studies that use autonomous operation for 
data acquisition. Kim et al. [3] used an Unmanned Aerial 
Vehicle (UAV) to make a map of the construction site for 
calculating optimal scanning points. The map was given 
to an Unmanned Ground Vehicle (UGV) for autonomous 
scanning. The UGV relied on the map for its scanning 
process.  Kim et al. [4] provided a fully automatic 3D data 
acquisition and registration system using a UGV. 2D 
SLAM was used for localization and navigation, and 3D 
reconstruction was performed based on the SLAM result. 
The study was intended to produce a general scan result 
of the construction site without specific target objects.  

This paper proposes a new framework to automate the 
data acquisition process for scaffold point clouds using a 
robot dog. The proposed framework aims to bring a 
focused attention to a specific construction component - 
scaffolds, without the need for any prior knowledge such 
as scaffold location or construction site map. This would 
enable truly dynamic and real-time scan planning, 
practically applicable in scaffold inspection. To the best 
of the authors’ knowledge, it is difficult to find previous 
studies in which a mobile robot was tried to automatically 
acquire point cloud data of specific construction objects.  
The overview of this framework is shown in Figure 1. 

2 Methodology  

2.1 System architecture 
The scanning platform for this study uses a Unitree 

A1 robot dog, with Ouster OS1-128 Mobile LiDAR and 
Microstrain Inertial Measurement Unit (IMU), and an on-
board computer (NVIDIA Jetson TX2), as described in 
Figure 2. Robot dogs can have two major advantages 
compared to wheeled robot for mobile laser scanning. 
First, robot dogs can walk stably through rough terrains 
and small obstacles. Unlike refined workspaces, 
construction sites generally have uneven surfaces, and a 
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wheeled robot’s bump can easily affect the results of 
mobile laser scanning. Second, robot dog has more 
Degree of Freedom (DoF) in joints, which can easily 
increase the Field of View (FoV) of scanning without 
additional actuators.  In our study, we controlled the roll 
and pitch simultaneously to increase the robot’s FoV as 
much as possible. 

  
Figure 1. Overview of the proposed framework 

 

 
Figure 2. Scanning platform description 

 
3D Simultaneous Localization and Mapping (SLAM) 

algorithm is used for the localization of the robot dog and 
for registration of the obtained data into a 3D point cloud 
map. The 3D point cloud map enables the robot dog to 
understand the environment, and it also works as the final 
product of the scanning process. LIO-SAM [5], a 3D 
SLAM algorithm based on sensor fusion between LiDAR 
and IMU, was used in this study.  

LIO-SAM receives 3D point cloud and IMU sensor 
data as input. LiDAR odometry is initially predicted 
based on the motion estimated by IMU data, and the IMU 
bias is repeatedly corrected based on LiDAR odometry. 
The LiDAR odometry is sent to a path planning 
algorithm for the localization of the robot dog. The 
registered 3D point cloud map is used to perform scaffold 
detection and allow the robot dog to understand the 
location of the scaffold. Figures 3(a) and 3(b) show the 
scaffolds used for the experiment and its registered point 
clouds, respectively. 

 

2.2 SLAM based BEV 3D scaffold detection 
To automate the scaffold data acquisition process, the 

robot needs to understand the goal of scanning. In this 
study, deep learning-based object detection is used to 
detect scaffolds. Understanding the environment can be 
divided into two categories: image-based and point-
cloud-based. Image-based methods are accurate and fast, 
but it lacks spatial information of the object. Point-cloud 
has very accurate spatial information but has sparse 
visual information. 3D point cloud detection also suffers 
from high computational costs. To reduce the computing 
cost, some studies attempted bird’s eye view (BEV) 
projection-based object detection [6, 7]. The main idea is 
to translate 3D point cloud into 2D images by projecting 
the points vertically, and to apply convolutional neural 
network (CNN) for object detection. This idea can detect 
objects from the 3D point cloud in real-time, but a lack 
of visual information can lower detection performance. 

 

 
Figure 3. Scaffolds at Yonsei University; (a) 

photogrammetry, (b) registered point clouds 

 
To overcome this problem, we used SLAM-based 

registered points instead of raw point cloud data to 
generate BEV images. By using registered points, the 
visual information becomes denser and can detect objects 
more accurately in real-time. In the proposed method, 
registered points are projected into 2D images, and each 
pixel value represents the height, density, and intensity 
features of the registered point. YOLOv5, a real-time 
object detection algorithm, is then applied to the 
generated BEV images [8] for detecting scaffolds. The 
scaffold detection method is shown in Figure 4. 
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2.3 Implementation  
The proposed framework was implemented using a 

robot operating system (ROS). LIO-SAM subscribes to 
sensor data from LiDAR and IMU, then publishes 
registered 3D point cloud to the BEV projection node.   
The BEV projection node projects registered point cloud 
data to 2D images and publishes them to the detection 
node. The detection node detects scaffolds from the 
subscribed images and calculates the scaffold's Cartesian 
coordinates and maximum height. To prevent 
overlapping results from the same scaffolds, detected 
scaffolds are registered only when it’s more than a 
threshold value away from each other. Maximum height 
is calculated by detecting the highest pixel inside the 
detection bounding box.  

The path planning node subscribes to the scaffold 
data, calculates the optimal scanning distance, and 
publishes the command for scanning. The optimal 
scanning distance is decided based on the FoV of the 
LiDAR and the maximum control range of the robot’s 

pitch by Eq. (1). If there is no recognized scaffold, the 
robot performs a pre-defined scanning motion to get 
more information about the environment. After the robot 
recognizes the scaffold, the robot decides the closest 
scaffold as a goal, and moves towards the scaffold until 
it reaches the optimal scanning distance. Once the robot 
reaches the scanning distance, the robot performs the 
scanning motion and moves on to the next scaffold. Fig. 
6 describes the flowchart of the path planning node. The 
control node subscribes to the published command to 
control the robot hardware. 

 
Scan distance =

Scaffold height
tan (LiDAR FoV + Maximum Pitch)

 

 

(1) 

Figure 4. Scaffold detection using the SLAM data 

Figure 5. ROS-based implementation for the proposed method 
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Figure 6. Flowchart for path planning node 

 

3 Experiments and Results 
For training the object detection model, 300 BEV 

images from scaffolds at Chung-Ang University were 
used, and 58 images from scaffolds at Yonsei University 
were used to test the model. All datasets were gathered 
by the robot dog, as conducted in [2].  Figures 7(a) and 
7(b) are examples for training and testing sets, 
respectively.  

 
 

 
Figure 7. BEV images; (a) an example for training, 

(b) an example for testing 

 

Table 1. The performance of the scaffold detection 
model 

 

The scaffold detection model is trained for 50 epochs, 
with pre-trained weights based on the COCO dataset [9]. 
Table 1 shows the performance of the scaffold detection 
model. The model achieved 86.9% precision, 73.5% 
recall, and 79.6% F1-score on scaffolds. Figure 8 shows 
an example of scaffold detection results, proving that the 
framework effectively detects scaffolds in real-time. 

 

 
Figure 8. Scaffold detection results 

 
For this experiment, we used a single scanning 

motion in which we changed the roll and pitch of the 
robot joint for 10 seconds. The scanning motion is shown 
in Figure 9. The robot dog also had a fixed region of 
interest of 30m x 30m square with the robot's starting 
point as origin. 

 

 Precision Recall F1-score 
Scaffold 86.9% 73.5% 79.6% 

96



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

 
Figure 9. Scanning motion  

 
Figure 10(a) shows an example case of the robot’s 

trajectory and detected scaffolds, Figure 10(b) and 10(c) 
show the result of automatic data acquisition. As shown 
in Figure 10, the scaffold points have been successfully 
obtained. Even though there are still some limitations in 
the navigation algorithm, the experiment shows that the 
proposed framework allows the robot dog to 
automatically move around the site for the successful 
scanning of scaffolds. 

4 Conclusions 
This study proposed a new framework for automating 

the scaffold point cloud data acquisition process using a 
robot dog. The proposed framework with a real-time 3D 
scaffold detection algorithm with an SLAM-based BEV 
image was implemented for a robot dog, and it was tested 
on a real-world outdoor construction site. The 
experiments show that the robot dog can automatically 
perform the end-to-end data acquisition process without 
any human intervention.  

This study currently has some limitations in the 
navigation system. First, an obstacle avoidance system 
needs to be developed. Second, the path needs to be 
optimized. Third, the scan planning algorithm needs to be 
more generalized for a range of construction sites. With 
the improvement, the proposed method is expected to 
enable a fully autonomous operation of smart mobile 
robots designed to monitor construction sites for safety 
and productivity management. 

 

 
Figure 10. Results; (a) robot’s trajectory represented 

by the numbers and detected scaffolds with scanning 
points connected to its corresponding scaffolds by the 
same colors, (b) the 3D point cloud of the site,  (c) the 

3D point cloud of the scaffolds 
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Abstract – 
 Natural disasters lead to severe deterioration of 

valuable highway assets, including pavements that 
should quickly return to service after extreme events 
such as flooding. Various prediction models were 
developed to predict pavement performance for 
several purposes, including maintenance 
management, budget allocation, and investment 
strategy. However, limited studies focused on 
developing a deterioration model for flood-affected 
composite pavements. This paper proposes a 
framework for evaluating and predicting the change 
in composite pavements’ roughness due to the flood 
probability. To this end, a cluster-based pavement 
deterioration model was developed and applied to a 
case study of 102 pavement sections from the LTPP 
database in the United States’ eastern region from 
2015 to 2019. Then, we used Markov Chain and 
Monte Carlo simulation on three generated clusters 
to predict the flood impact on three groups of 
pavements with different characteristics. The pivotal 
role of the proposed framework is predicting IRI 
values due to varying flooding probabilities in 
different pavement clusters. The results indicate that 
the pavement tends to deteriorate faster in the initial 
post-flood years if subjected to heavy or moderate 
traffic loading and precipitation conditions. This rate 
will tend to decrease as the age of the pavement 
increases. For the sections subjected to low traffic 
loading and low precipitation, the rate of 
deterioration for the initial post-flood years is less. 
Still, it will tend to increase as the age of pavement 
increases. 
 
Keywords – 

Pavement deterioration; Markov Chain; Monte 
Carlo simulation; Composite pavements; LTPP 

1 Introduction 
Natural disasters and extreme weather events such as 

flooding, frequent heavy rainfall, and snow contribute to 

deterioration in pavement more quickly than normal 
weather conditions. Some studies have been conducted in 
the past to understand the impact of flooding on the 
pavement network [1, 2, 3]. In 2005, two hurricanes, 
Katrina & Rita, hit New Orleans and the southeastern part 
of Louisiana in the US, submerging approximately 2,000 
miles of road length in flood runoff for five weeks [2]. 
Highway maintenance management and optimization, 
especially in the presence of extreme events, are critical 
[4]. Hence, decision-makers endeavor to develop 
efficient deterioration models, a key element of 
maintenance optimization, and establish pre-and-post 
flood strategies to predict pavement performance under 
flood conditions to decrease the loss of life and the 
physical loss of the assets themselves, damage to 
transport infrastructure, and socio-economic losses. Also, 
traffic loading, material quality, and surrounding 
geographical & environmental conditions are among the 
factors that cause pavement deterioration throughout 
their lifespan. Due to the fact that these required variables 
are stochastic, the Markov chain model as a stochastic 
model can describe the sequence of possible events [5]. 
Also, various researchers applying the Markov chain 
theory to construct facilities such as pavements and 
bridges to predict their deterioration [6, 7, 8, 9]have used 
the Markov Chain model for predicting pavement 
deterioration. Although many studies have developed 
deterioration models, we identified some gaps in the 
existing frameworks: (1) limited research was conducted 
on developing probabilistic pavement deterioration 
models for composite pavement networks. Some of these 
studies have considered single deterioration models for 
all the pavement sections; (2) most of the Pavement 
Management Systems (PMS) used by transportation 
agencies do not incorporate the effect of flooding in their 
prediction models. 

Considering a single deterioration model for various 
pavements underestimates or overestimates the pavement 
condition [10, 11]. Also, when large pavement stretches 
need to be maintained, prioritizing a particular pavement 
section’s maintenance work becomes complicated. In 
such a situation, pavement sections’ clustering is a 
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valuable tool for developing a section-wise maintenance 
strategy [12]. 

Various clustering algorithms were utilized in the 
previous studies. Overall, the K-means clustering 
algorithm is easy to apply, accurate, and effective in 
handling a large amount of data. Also, the K-means 
clustering algorithm was found suitable for unlabeled and 
non categorized such as LTPP [10, 12, 13]. 

Furthermore, precipitation and flooding would 
increase as tropical cyclones’ frequency increases [3]. 
Zhang et al. assessed the effect of the hurricane that 
occurred in New Orleans. They found a significant 
difference in the structural strength of pavement between 
the submerged and non-submerged pavement sections 
[14]. A recent study was conducted on these flood-
affected pavements by Chowdhury et al. to understand 
pavement's pre-flood and post-flood structural and 
surface conditions. They developed a deterministic 
deterioration model and found that pavement tends to 
lose its strength more rapidly due to flooding [15]. Also, 
Khan et al. conducted a study on these flood-affected 
pavements and developed a probabilistic road 
deterioration model by incorporating flooding effects [6]. 
To address these challenges, our main research objectives 
are to create a clustering algorithm to identify pavement 
sections with similar characteristics and to develop a 
cluster-based probabilistic deterioration prediction 
model in composite pavements under different flooding 
probabilities by leveraging the LTPP data in multiple 
states. 

2 Methodology 
We collected the data from the LTPP database, which 
does not contain the flood-affected pavement sections’ 
information. Then, we grouped pavement sections into 
three different clusters using the K-means clustering 
algorithm. Then, with the application of Markov chain 
analysis and Monte Carlo simulation, we developed a 
pavement deterioration model for each cluster and 
utilized it to predict the pre-and-post flood IRI 
(International Roughness Index) values of flood-affected 
pavement sections. We selected Markov chain, due to the 
continuous nature of pavement deterioration over time 
and the fact that the state-space of the deterioration 
process is finite in number. Furthermore, The Markov 
chain model focuses on the transition probabilities and 
the factors responsible for this transition instead of the 
factors accountable for condition degradation [17]. All 
these steps are shown in Figure 1. The steps utilized in 
this research are separately described in the following 
section. 

  

Figure 1. Overall methodology of the analysis 

2.1 Data Collection and Clustering 
We extracted the IRI, traffic loading (AADTT), 

temperature, and precipitation data from the LTPP 
database test sections, belonging to 102 different 
geographically and spatially composite pavement 
sections from 2015 to 2019. Figure 2 shows the extent of 
collected data and their geographical location.  

We selected sections data based on three criteria: (1) 
sections should be composite pavement, (2) sections 
must be in active monitoring status, and (3) sections 
should not have maintenance after 2015. The reason 
behind selecting sections with no maintenance was to 
remove the improving impact of maintenance (reduction 
in IRI) in the study. Due to the unavailability of the flood-
affected pavement data, we assumed a hypothetical 
flooding event between 2020 and 2021. 

 
Figure 2. Location of selected pavement sections 

It should be noted that all the sections will not follow 
the same deterioration pattern due to the spatial diversity 
of collected sections and, in turn, the difference in the 
contributing factors to their deterioration. To address this 
issue, we grouped the sections based on the collected 
historical data (traffic, temperature, and precipitation) 
using the K-means clustering method. The sections 
within each cluster are homogeneous with each other and 
heterogeneous between other clusters. Before clustering, 
we scaled datasets containing traffic, precipitation, 
temperature, and IRI information between 0 to 1. Then, 
the K-means clustering algorithm was used to cluster the 
sections. We used the K-means method since it is easy to 
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apply, accurate, and effective in handling a large amount 
of data [10, 13, 16]. In this study, based on evenly 
distributing pavement sections, we derived three clusters, 
CL_0, CL_1 & CL_2, as the optimal number of clusters 
and as the number of separate deterioration models. 
Table 1 shows the properties of these clusters. 

Table 1. properties of each cluster 

Cluster 
name  

Traffic 
(AADTT)  

Temperature 
(°F) 

Precipitation 
(In)  

CL_0 Moderate Low High 
CL_1 Low High Low 
CL_2 High Moderate Moderate 

2.2 Markov Chain Analysis 
The Markov chain model is a stochastic model that 

describes the sequence of possible events. The 
probability of the next event depends on the current event 
and not on the event before it [17]. The variables such as 
traffic loading, environmental aspects, and surface 
characteristics of the pavements are stochastic. Therefore, 
we developed the Markov Chain analysis, which 
comprises four matrices: IRI distribution table, transition 
matrix, transition probability matrix, and probability 
distribution matrix. First, we created the IRI distribution 
table and then developed the other three matrices based 
on it. The process acquired for developing these matrices 
is explained below. 
2.2.1 IRI Distribution Table 

The IRI distribution table was prepared by analysing 
each section’s historical IRI data and then grouping it 
into each year’s respective IRI bucket. A bucket is the 
IRI range value in m/km. We derived the IRI bucket 
range based on the following reasons: Pavement sections 
generally deteriorate with incrementing the IRI value 
within the range of 0.10 to 0.25 m/km every year [18]. 
The maximum number of pavement sections in each 
cluster falls within the IRI range of 0.5 to 1.75 m/km, and 
due to the low range of the IRI bucket, small changes in 
the sections were monitored. For uniformly distributing 
sections into each range bucket, we selected range 
buckets. The selected IRI bucket range is 0.25 m/km for 
cluster CL_0 & CL_2, while 0.2 m/km for cluster CL_1; 
this range is smaller for the cluster CL_1 because more 
than 90% of the sections have the IRI value less than 1.1 
m/km. 

2.2.2 Transition Matrix 

The transition matrix is an m x m matrix, where m 
represents the number of IRI range buckets. This matrix 
represents the number of sections that will change their 
IRI value from one range bucket to another in the next 
year. The IRI data in each cluster were analyzed and 

grouped into their respective IRI range bucket for 
developing the transition matrix. IRI range buckets for 
cluster CL_0 & CL_2 is 10, while CL_1 is 6. We used 
the five-year IRI data from 2015 to 2019 of each cluster’s 
sections to develop the transition matrix. We combined 
the IRI data into four groups, representing the change in 
IRI between each consecutive year. The pavement 
sections that show such a decrease in IRI value without 
any maintenance are not realistic for pavement 
deterioration, so we did not consider these sections in the 
analysis. 

2.2.3 Transition Probability Matrix 

The transition probability is a probability of a 
pavement section changing its state from the condition 𝑖𝑖 
at time 𝑡𝑡  to condition 𝑗𝑗  at time 𝑡𝑡 + 1 , combined in a 
matrix called the transition probability matrix (TPM). 
Several research studies were conducted to derive TPMs 
using various mathematical methods: the simplest 
proportion method [19], the expected value method [20], 
the minimum error method, the percentage transition 
method, the ordered Probit model, Bayesian technique, 
and conversion from the deterministic models. In this 
research, we utilized the percentage transition method. 
The percentage transition method was feasible for 
generating the Markov Chain transition probability 
matrix to derive the change in road condition state with 
respect to the previous state. This method addresses 
different explanatory variables used to develop a 
pavement deterioration model [7]. The transition 
probability of each pavement section can be calculated 
using this equation: 

𝑝𝑝𝑖𝑖𝑖𝑖 =  
𝑁𝑁𝑖𝑖𝑖𝑖
𝑁𝑁𝑖𝑖

 
(1) 

Where 𝑝𝑝𝑖𝑖𝑖𝑖  is the transition probability from state 𝑖𝑖 to 𝑗𝑗, 
𝑁𝑁𝑖𝑖𝑖𝑖  is the number of sections transition from state 𝑖𝑖 at 
time 𝑡𝑡 to state 𝑗𝑗 at time 𝑡𝑡 + 1. 
     For generating the Markov Chain transition 
probability matrix, we assumed:  The condition of the 
pavement sections cannot be improved without receiving 
any maintenance treatment, i.e., 𝑝𝑝𝑖𝑖𝑖𝑖 = 0 for 𝑖𝑖 >  𝑗𝑗, the 
pavement sections which reached their worst condition 
cannot deteriorate further, i.e., 𝑝𝑝𝑛𝑛𝑛𝑛 = 1 , and the 
pavement section cannot deteriorate by more than one 
state in a duty cycle. 
     The TPM is associated with time-independent and 
time-dependent Markov chain models. This research 
performed a time-independent Markov chain analysis to 
develop a pavement deterioration model. 
2.2.4 Probability Distribution Matrix 

The probability distribution matrix is used to predict 
the future condition of the pavement at any given year. 
The pavement network’s current condition is termed as 
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the initial state and described in terms of the initial state 
vector. The initial state vector of the pavement network 
is given by [21]: 

𝑎𝑎0 = [𝛼𝛼1,𝛼𝛼2, … …𝛼𝛼𝑛𝑛] 
Initial state vectors assume that all the 𝛼𝛼𝑖𝑖  must be 

non-negative numbers, and their sum must be equal to 
one. The TPM is denoted by 𝑃𝑃 and given by [21]: 

𝑃𝑃 =

⎣
⎢
⎢
⎢
⎡
𝑝𝑝11 𝑝𝑝12 … . 𝑝𝑝1𝑛𝑛
𝑝𝑝21 𝑝𝑝22 … . 𝑝𝑝2𝑛𝑛

. . … . .

. . … . .
𝑝𝑝𝑛𝑛1 𝑝𝑝𝑛𝑛2 … . 𝑝𝑝𝑛𝑛𝑛𝑛⎦

⎥
⎥
⎥
⎤
 

 

Where 𝑝𝑝𝑖𝑖𝑖𝑖  indicates the probability that a road is 
currently in state 𝑖𝑖 and will be in state 𝑗𝑗 next year, as the 
initial state vector, all the TPM numbers must be non-
negative, and the sum of each row must be equal to one. 
The probability distribution of the states at a future time, 
say 𝑡𝑡 =  1  and at time 𝑡𝑡 , may be calculated from the 
TPM generated and the initial state vector and is shown 
in equations 1 and 2 [21]. 

𝑎𝑎1 =  𝑎𝑎0 𝑃𝑃1 (2) 
𝑎𝑎𝑡𝑡 =  𝑎𝑎0 𝑃𝑃𝑡𝑡 (3) 

Where, 𝑎𝑎1 is the probability distribution at time 𝑡𝑡 =
 1,  𝑎𝑎𝑡𝑡 is the probability distribution at time 𝑡𝑡, 𝑎𝑎0 is the 
initial state vector at time 𝑡𝑡 =  0, and 𝑃𝑃𝑡𝑡 is TPM raised 
to the power of 𝑡𝑡. In equations (2) and (3), we assumed 
that the transition probability matrix (𝑃𝑃) of the pavement 
is constant throughout the time; we assumed the 
deterioration pavement according to this single transition 
probability matrix 𝑃𝑃  throughout its lifespan. This 
equation is used for performing time-independent 
Markov chain analysis. We assumed that the initial 
condition of the pavement was perfect. 𝑎𝑎(0) is the initial 
state vector. 

𝑎𝑎(0) = [1 0 0 0 0 0 0 0 0 0] 

We generated the probability distribution matrix by 
substituting the variables 𝑎𝑎(0) and 𝑃𝑃𝑡𝑡 in equation 3. 

2.3 Probabilistic Deterioration Model 
The main objective of this research is to generate a 

probabilistic pavement deterioration model. To this end, 
we used the Monte Carlo simulation to generate a 
probabilistic deterioration. In the Monte Carlo simulation, 
an uncertain variable, roughness (IRI), is assigned 
multiple values by random variables’ intervention to 
achieve multiple results. The implementation of the 
Monte Carlo simulation was done by transforming the 
TPM into a cumulative TPM. In each iteration, we 
generated 20 uniformly distributed random numbers 

between 0 and 1 to have the pavement deterioration 
model for the next 20 years; we generated 1500 
deterioration models. Therefore, we generated 30,000 
random numbers in the simulation. These random 
numbers represent the IRI probability, and we used them 
to predict future IRI values. 

2.4 Modeling Flooding events  
We designed a framework (a pavement deterioration 

model showing a change in the IRI of the pavement 
surface) for incorporating the effect of different flooding 
probabilities in the deterioration model. Therefore, we 
used two types of TPMs: non-flooding TPM and flooding 
TPM. Both TPMs needed to be developed based on the 
flood-affected pavement sections’ historical IRI data. 

For making this framework, we considered these 
assumptions: (1) the initial pavement condition is 
excellent, and it was developed based on the year 2020, 
(2) roughness is majorly affected by the accumulation of 
flooded water on the pavement surface, (3) the annual 
flooding probability increases, (4) hypothetical flooding 
event will occur between the year 2020 and 2021 because 
the LTPP database does not contain the IRI data of flood-
affected pavement sections, (5) for the next 3-4 years 
rehabilitation work will not be done. 

To develop a flood-affected predict model: first, we 
studied the different flood recurrence intervals: 2-years, 
5-years, 10-years, and 20-years. Second, we determined 
the annual flooding probability for developing a 
deterioration model. The probability of the above-
specified flooding events is 1, 0.5, 0.2, 0.1, and 0.05, 
respectively. Third, we generated the deterioration model 
of pavement sections at these specified flooding 
probabilities. Four, we generated the state vectors 
representing the transition of the pavement sections into 
various states. Five, we utilized a set of random numbers, 
are compared with the flooding probability to determine 
a non-flooding or flooding TPM; the chance of selecting 
flooding TPM depends upon the chance of flood 
occurrence. Six, a second random variable is generated to 
estimate the pavement’s future state. We generated the 
final pavement state by taking the average of all the 
simulated states. We repeated this process for 10,000 
trials and 20 years to generate the deterioration model for 
different flooding probabilities. 

3 Results 
The results derived from the suggested methodology 

for generating the pavement deterioration model in the 
previous section are illustrated in this section. We depict 
sections’ IRI value, transition, transition probability, and 
probability distribution matrix for one of the clusters as 
an example. Then we compare the results of the 
deterioration model for the composite pavement with or 
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without flood affecting all clusters. 

3.1 Pavement sections clustering 
Figure 3 shows the scatterplot of sections through 

their cluster identity using their geographical location. 
Table 2 shows a cluster summary based on each of the 
cluster’s traffic, temperature, and precipitation 
characteristics. Each cluster comprises sections from 
various states of the United States.  

 
Figure 3. Geographical locations of pavement 
clusters 

Table 2 Section summary of each cluster 

 

3.2 Sections’ IRI value 
To understand and validate the IRI data quality of 

each cluster, we prepared the IRI descriptive statistic for 
each cluster of each year. Table 3 shows The IRI 
distribution for cluster CL_2. As per the descriptive 
statistics, sections’ IRI value in the specified interquartile 
range tends to increase every year. It suggests that the 
pavement sections tend to shift towards the right side of 
the curve, representing higher IRI values. Higher IRI 
values represent deterioration in pavement sections. 
Hence, the IRI data collected showed pavement 
deterioration and was suitable for developing a 
deterioration model. 

Table 4 shows the IRI distribution table for the CL_0 
clusters. This table consists of six columns. The first 
column represents the IRI bucket range in m/km units. 
The second column represents the number of sections 
divided into five sub-sections representing the number of 
sections in five different years from 2015 to 2019. The 
third column represents the entire sections, calculated by 
adding the number of sections each year in a particular 
range bucket. The fourth column represents the 
percentage of sections, calculated by taking the 
summation of total sections in each range bucket and 
dividing it by the sum of the total sections row. The fifth 
row represents the cumulative percentage of the sections, 
calculated by adding the percentage value of the section 
in each range bucket to the sum of all previous percentage 

values. The sixth row represents the lower end range of 
the bucket. For example, in Table 4, eight sections in the 
range bucket of 0.5 to 0.75 m/km in 2015, while six 
sections in 2017 are in the same bucket. The IRI 
distribution table shows that pavement sections tend to 
shift in the higher IRI range bucket as time increases. 
This trend indicates that the IRI of pavement sections is 
deteriorating with time.  

Table 3 IRI descriptive statistics of cluster CL_2 

 

Table 4 IRI Distribution table for cluster CL_0 

 

3.3 Transition Matrix 
Table 5 shows the transition matrix for the CL_0 

cluster. This table represents the deterioration of 
pavement sections. Each cell’s values represent the 
number of sections that transitioned its state from one IRI 
bucket range to another in the next year. This matrix 
satisfies the requirements of the Markov property, and we 
further used this matrix in developing the Markov Chain 
prediction model. In all Transition Matrix tables, the cells 
showing a zero represent no transition of pavement 
sections in this IRI bucket range for the next year. For 
example, in Table 5, 3 pavement sections transitioned 
from the IRI bucket range of 0.5-0.75 m/km to 0.751-1.0 
m/km range, while one sections transitioned from 0.5-
0.75 m/km to 1.0-1.250 m/km range. 

3.4 Transition Probability Matrix 
For developing the transition probability matrix, we 

used the transition matrix. Table 6 shows the transition 
probability matrix for the CL_0 cluster. For example, in 
Table 6, 72.7% of pavement sections remain in the same 
IRI bucket range of 0.5 – 0.75 m/km for the next year, 
while 13.6% of pavement sections change their state to 
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0.751-1.000 m/km IRI range bucket. We used this matrix 
to develop a probability distribution matrix for a 
pavement deterioration model in non-flood conditions. 

Table 5 Transition Matrix for the Cluster CL_0  

 

 

Table 6 Transition Probability Matrix of Cluster CL_0  

 

3.5 Probability Distribution Matrix 
Table 7 shows the probability distribution matrix for 

the CL_0 cluster and represents the prediction of 
pavement sections in a particular IRI range bucket. For 
example, in Table 8, in year 1, 72.7% of sections will 
remain in the IRI range of 0.5-0.75 m/km, while in year 
5, 20.3% of the section will remain this IRI range, and so 
on forth. After generating these three matrices, the 
Markovian Chain analysis is completed and used in 
developing the deterioration model for all the clusters. 

3.6 Monte Carlo simulation logic 
 We compared the random number in each iteration 

with the cumulative TPM values to find the IRI value of 
the following year’s pavement section. Table 8 shows the 
cumulative TPM for cluster CL_0.  

The IRI range bucket of 0.5 to 0.75 m/km represents 
the perfectly smooth pavement surface. So, the 
comparison starts from this IRI range until the 
cumulative TPM value was greater than the random 
number; this process continued. The next iteration will 
start from the same IRI range in which the last iteration 

stopped. We continued this procedure for each of the 20 
random numbers (number of prediction years) in a trial 
and repeated for 1500 trials (number of deterioration 
models). The final deterioration model was generated by 
taking the average of all the IRI values in their respective 
year in each iteration. 

Table 7 Probability Distribution Matrix of Cluster CL_0 

 

Table 8 Cumulative Transition Probability Matrix for 
the Cluster CL_0  

 
For example, in Table 8, the first random number 

generated was 0.52. This number was compared with the 
cumulative TPM value of 0.727, located in the leftmost 
corner, in the 0.5 to 0.75 m/km IRI range. The random 
number 0.52 is less than 0.727. Therefore, the IRI 
transition in the first year did not happen, so we allocated 
0.5 to the IRI value in this trial. If the next random 
number generated was 0.75, it is compared with 0.727, 
i.e., 0.5 to 0.75 m/km IRI range. The random number 
0.75 is greater than 0.727, so the comparison moves to 
the next IRI range, 0.75 to 1.0 m/km. The cumulative 
TPM value in this IRI range is 0.864, greater than 0.75; 
therefore, the comparison stops here, so we allocated 
0.751 to the IRI value for the second year. If the third 
random number again stopped in the same IRI range of 
0.75 to 1.0 m/km, the IRI value allocated for the third 
year would be 0.752. This kind of pattern will continue 
until a random number stops in a different IRI range. 

3.6.1 Results of Deterioration Model with No-flood 

Each year’s average IRI value is plotted against time 
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to obtain the deterioration model. Figure 4 shows the 
deterioration model of each cluster. The trend in Figure 4 
for the CL_0 illustrates that the IRI will increase 
throughout 20 years, representing continuous pavement 
deterioration. From 2020 to 2025, the IRI of these 
sections will increase by the average rate of 0.150 m/km 
each year. After 2026, it will increase by the average rate 
of 0.135 m/km till 2029; then from 2030, it will increase 
by the average rate of 0.093 every year till 2034; and then 
from 2034, it will increase by the average rate of 0.052 
m/km every year till 2039. Due to the characteristics of 
this cluster (heavy precipitation and moderate traffic 
loading), the increment in the deterioration rate will be 
highest for this cluster compared to the other two clusters. 

The CL_1’s roughness value will start at 0.50 m/km 
in 2020 and reach 1.15 m/km in 2039, representing 
continuous pavement deterioration over 20 years. From 
2020 to 2025, the IRI of these sections will increase by 
the average rate of 0.02 m/km each year; after 2026, it 
will increase by the average rate of 0.043 m/km till 2034; 
and then from 2035, it will increase by 0.030 m/km every 
year until 2039. Due to the characteristics of this cluster 
(lower traffic and precipitation), this cluster’s 
deterioration rate is low compared to the other two 
clusters. However, the deterioration rate will increase as 
the pavement age increases because of high temperatures. 

The CL_2’s roughness value will start at 0.585 m/km 
in 2020 and reach 2.005 m/km in 2039, representing 
continuous pavement deterioration over 20 years. From 
2020 to 2026, the IRI will increase by the average rate of 
0.103 m/km each year; after 2026, it will increase by the 
average rate of 0.067 m/km till 2032; and then from 2033, 
it will increase by the average rate of 0.057 m/km each 
year until 2039. Sections in this cluster are subjected to 
heavy loading conditions; therefore, this trend aligns with 
expectations. This cluster represents the classic example 
of a newly constructed pavement. As the age of pavement 
increases, it tends to deteriorate faster just after its 
construction, and as the age of pavement increases, the 
deterioration rate tends to decrease. Hence, this cluster’s 
deterioration rate will be high from 2020 to 2026, and 
then it will start falling as the year progresses. 

3.6.2 Results of Deterioration Model with Flood 

Figure 5 shows the predicted roughness by a jump in 
the IRI value due to hypothetical flooding events of 
sections in clusters CL_0, CL_1, and CL_2, respectively, 
at different flooding probabilities between 2020 to 2021. 
Table 9 shows the hypothetical flooding matrix for the 
cluster CL_0. For example, in Figure 5, the CL_0 
pavement roughness in 2021 will be 1.603 m/km at a 5% 
probability of flood, while 1.747 m/km at a 50 % 
probability of flood. The roughness-based deterioration 
model tends to decrease when post-flood maintenance is 
applied to the sections; hence, we show roughness 

prediction for the first few years at different flooding 
probabilities. In all clusters of Figure 5, the flood’s 
maximum impact is shown in 2021 because it occurred 
between 2020 and 2021. This impact tends to reduce as 
time increases. 

  
Figure 4. Deterioration Model of the three clusters  

Table 9 Hypothetical Flooding TPM for cluster CL_0 

 

4  Conclusion 
The primary objective of this research was to develop 

a cluster-based probabilistic flood-affected pavement 
deterioration model for composite pavements. The 
results indicate that the pavement tends to deteriorate 
faster in the initial years if subjected to heavy or moderate 
traffic loading and precipitation condition. This rate will 
tend to decrease as the age of the pavement increases. 
Similar trends were shown by the deterioration model of 
clusters CL_1 and CL_2. Suppose the pavement sections 
are subjected to low traffic loading and low precipitation. 
In that case, the rate of deterioration for the initial years 
is less, but it will tend to increase as the agethe  of 
pavement increases. Also, the LTPP data illustrate that 
the impact of flooding on the pavement’s roughness is 
maximum when the probability of flooding is maximum, 
which confirms the literature. 
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Figure 5. Pavement deterioration model at 
different probability of flooding for CL_0, CL_1, 
and CL_2 
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Abstract – 
Machine learning (ML) is a purpose technology 
already starting to transform the global economy and 
has the potential to transform the construction 
industry with the use of data-driven solutions to 
improve the way projects are delivered. Unrealistic 
productivity predictions cause increased delivery cost 
and time. This study shows the application of 
supervised ML algorithms on a database including 
1,977 productivity measures that were used to train, 
test, and validate the approach. Deep neural network 
(DNN), k-nearest neighbours (KNN), support vector 
machine (SVM), logistic regression, and Bayesian 
networks are used for predicting productivity by 
using a subjective measure (compatibility of 
personality), together with external and site 
conditions and other workforce characteristics. A 
case study of a masonry project is discussed to analyse 
and predict task productivity. 

Keywords – 
Machine learning; Labour productivity; 
Construction; Crew management

1. Introduction

There are numerous factors that impact task productivity 
of construction crews such as external conditions, site 
conditions, and workers characteristics. The 
interrelationships between the factors and the factors’ 
effects need to be considered by site managers when 
planning work to better predict task productivity and 
determine which factors will have a negative impact, so 
that they can take actions such as identifying which 
workers will be part of a crew, determining optimal crew 
size, and allocating workers and crews to the proper 
tasks. Existing modeling approches have not considered 
a subjective and essential characteristic of the workforce 
(compatibilty of personality) and the interrelationships 
between workforce characteristics, site and external 
conditions to accurately predict task productivity of 
construction crews. Therefore, a model to better 

understand the interactions between the factors and their 
combined effects to better predict task productivity needs 
to be developed. Additionally, the developed models 
make predictions without considering various levels of 
productivity that are useful for planning future work and 
establishing acceptable levels of production. In this work, 
levels of productivity are classified in 3 classes (high, 
medium and low) and the class definition was based on 
the number of standard deviations from the empirical 
mean productivity.  

2. Machine learning in construction

Machine learning (ML) as a major area of interest within 
the field of artificial intelligence (AI) has been applied to 
construction and the built environment research for more 
than two decades [3], [5-7]. Supervised learning, 
including logistic regression, support vector machine 
(SVM), and random forest among others, are the most 
widely used type of ML algorithms in the construction 
field. Supervised learning is a ML method that learns a 
function that maps the input to output based on example 
input-output pairs and infers a function from labelled 
training data consisting of a set of training examples [10]. 
In most construction applications, supervised learning is 
used for data classification [8]. Unsupervised learning 
that focuses on data reduction and clustering problems is 
a method of machine learning. No pre-labelled training 
examples are given, and the input data is automatically 
classified or grouped [9-10]. Because in the construction 
industry the unlabelled data has many limitations, 
relatively speaking, the information that can be extracted 
is less than the labelled data, so unsupervised learning is 
less used in the construction industry than supervised 
learning. 

Numerous ML applications have been developed for 
the construction industry. Examples include supervised 
learning such as logistic regression [15], SVM [13,16], 
AdaBoost [17], Random Forest [13,18], Bayesian 
Network [19], and KNN [20]; unsupervised learning 
examples such as Principal Component Analysis (PCA) 
[21], and K-means [22]; Deep learning examples such as 
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Convolutional Neural Networks (CNNs) [23], and 
Recurrent Neural Networks (RNN) [24]. In the 
construction industry, the common experience of 
applying ML methods is that these models often fail 
when dealing with real-world problems. One possible 
reason is that computer engineers currently establish 
many ML methods, and they lack the knowledge and 
experience of the corresponding industry application 
scenarios, which leads to the existence of many errors 
and biases in the process of model building [7]. The 
challenges to the application of ML in the construction 
industry are threefold. Significant challenges are the lack 
of data, the accuracy of some ML algorithms, and the 
complexity of the site environment among others [8]. 
When dealing with these challenges, it is essential to note 
that it is not just about building predictive models when 
solving real-life construction problems. In addition to 
training reliable ML models, it is also necessary to 
consider how to integrate the experience and knowledge 
of construction industry experts into the model building 
process as a comprehensive framework [7].  

ML has created new opportunities for revealing, 
quantifying, and understanding labour productivity in the 
construction process. Determining the factors that affect 
the productivity of construction labour is often the first 
step in establishing research models. The performance of 
these models greatly depends on the input factors. Two 
research gaps need to be addressed urgently. One is the 
identification of comprehensive factors, and the other is 
the weight and relationship of these factors. In 
identifying the factors, some studies have not considered 
essential factors such as subjective factors related to the 
workforce (compatibility of personality). In determining 
the relation between the factors, many studies ignore the 
correlation between different types of productivity 
factors and only consider these as independent and 
isolated factors or they simplify the correlation between 
the factors [11-13]. Future models can obtain information 
from real data to export behaviour or data-rules, identify 
critical factors, and predict productivity performance. 
The more fundamental factors will play a more accurate 
role in forecasting productivity, which requires the model 
to first clarify the hierarchical relationship between the 
factors to develop sensible strategies to better predict 
labour productivity. By combining ML, construction site 
realities, and the builder’s understanding of actual 
engineering problems, new models can be developed to 
correctly represent construction scenarios.  

3. Case study 

To illustrate the application of ML in construction, let us 
consider a real-life masonry project in Atlanta, GA in the 
United States. The project consisted of two main 
buildings with an approximate area of 950,000 ft2. 

Building A was mixed used space for upscale 
commercial stores and residential apartments. Building C 
had only upscale commercial stores. Up until the first 
storey, the floor use for both buildings were identical as 
well as the masonry units used. The second underground 
floor was used for parking, the first underground was 
used for storage for commercial clients, and the first floor 
was for commercial stores. Building A had 12 more 
floors of residential apartments. A data set was collected 
during the construction phase of this project, and it was 
used to determine the relationships between factors and 
factors’ effects on task productivity. The reader is 
referred to [5] for an extended description of the factors. 

Determining the factors that affect productivity was 
the first step for establishing the ML models. Various 
construction studies have used external conditions 
(temperature, humidity, wind speed, precipitation) [27, 
28]); site conditions (floor level, work type, workload, 
complexity of task, congestion) [27,28,29]; and workers 
characteristics (age, experience, skill, crew size, 
personality [30, 31, 32], [26]). Note that there are 
numerous factors that affect productivity. When applying 
ML models, there is a game between being too narrow 
and too broad with the amount of information used to 
make predictions. If too narrow, some interrelationships 
might be lost and if being too broad the algorithms do not 
learn, and accuracy is low. In some cases, it seems that 
eliminating information might be more useful so that the 
levels of accuracy are acceptable, while allowing the 
models to learn from the information at hand. The best 
approach is often trial and error. 

Productivity refers to the measure of the full 
utilisation of inputs to achieve an expected output [2]. In 
the field, productivity is measured at the task level, for 
practical considerations. Since masonry is one of the 
most labour-intensive trades in construction, the task-
level model will be used in this study as single-factor 
productivity, which is expressed as the unit of work per 
labour hour [14]. To detail the factors three sections, 
namely, external conditions, site conditions, and workers 
characteristics describe typical attributes of masonry 
jobsites. 

 

3.1 External conditions 

The external conditions refer to the temperature 
regarding the building the crews were working at the 
specific time the data were collected. The temperature, 
both low and high temperature, was recorded for the day 
at the time the data were collected. 
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3.2 Conditions in masonry sites 

Extensive site observations and interviews with masonry 
practitioners [6] were used to collect information of 
typical site conditions related to crews and walls. The 
crew size is determined by the length of the wall. A rule 
of thumb used by masonry practitioners is one mason for 
every 15-20 ft of wall [6] and it varies on site (depending 
on wall lengths) between one to five masons. The 
masonry tasks (walls) were classified in three different 
levels, namely: easy (difficulty = 1), normal (difficulty = 
2), and difficult (difficulty = 3). This system considers 
crew sizes of one to five masons, but it was trained for 
two to three masons since it was the typical number of 
masons in this case study and dataset at hand. 

3.3 Workers’ characteristics 

Masons have different ages and length of experience in 
the field, which could have impact on their productivity 
together with other external factors and conditions in the 
construction sites.  The size of crews was annotated as it 
happened on site, which is typically determined by the 
superintendents. Compatibility between masons, defined 
as a measure of the capability of a group to interact and 
work well together to attain higher productivity [6], was 
collected through extensive site visits and interviews 
with masonry practitioners.  

3.4 Dataset 

The dataset of masonry work contains 1,977 data samples 
with 14 dimensions for training and prediction. Each of 
which includes the following features: low temperature 
of the day; high temperature of the day; level of difficulty 
of the masonry task; number of masons; compatibility of 
mason 1; compatibility (mason 1 & mason 2); 
compatibility (mason 1 & mason 3); compatibility 
(mason 2 & mason 3); age (mason 1,2&3); experience 
(mason 1,2&3). Productivity was measured by the 
number of blocks built in 5-minute time intervals. The 
dataset was divided into training and testing data sets and 
input data labelled by their corresponding productivity, 
which is measured by the number of blocks built per 
minute per mason. In the experiments, the level of 
productivity was classified as high ( ≥ 0.6 ), medium 
((0.2,0.6]), and low (< 0.2), considering that the average 
productivity of the whole data set is 0.433 and the 
standard deviation is 0.182. To ensure the input data was 
internally consistent, standardisation was implemented 
using Scikit-learn to pre-process the data. The dataset 
was balanced so that each class had approximately the 
same amount of data samples. To prevent the trained 
model from overfitting on certain classes while 
underfitting on other classes, enough duplication of the 
data in the minority classes were added to the dataset. 

Then, the dataset was shuffled and divided into training, 
validation and testing sets in the ratio 2400:700:711. 
Further details of data processing can be found in [5]. 

3.5 Experiments 

KNN [8] is a simple, supervised machine learning 
algorithm that can be used to solve both classification and 
regression problems. KNN classifier determines the class 
of a data point by majority voting principle. For example, 
if K is set to 5, the classes of 5 closest points are checked, 
and the prediction is done according to the majority class. 
To determine how close between the data points, 
Euclidean distance is one of the most used distance 
measurements. In this case, a KNN model where K = 10 
is built using the Scikit-learn library and achieved the 
classification accuracy of 97.5% with grid search method. 
Different values of K have been explored and when K = 
10, the model achieves the highest accuracy. The 
confusion matrix is plotted in Figure 1.  
 

 

Figure 1. Confusion matrix of KNN 

A logistic regression model is built using the Scikit-learn 
library and Liblinear [2] and achieved the classification 
accuracy of 85.2%. Logistic regression [3] is a statistical 
learning technique categorised in supervised machine 
learning methods for classification tasks. Logistic 
regression uses the sigmoid function 2, which takes any 
real value between zero and one. The logistic regression 
algorithm becomes a classification technique only when 
a decision threshold (default = 0.5) is brought into the 
picture. 

A DNN is a deep learning model that is focused on 
emulating the learning approach that humans use to gain 
certain types of knowledge. Like biological neurons, 
which are present in the brain, DNN also contains several 
artificial neurons, and uses them to identify and store 
information, then transform the input into classification 
or regression results. In the experiments, rectified linear 
unit (ReLU) was chosen as it is commonly used and has 
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a well-performing activation function. In the output layer, 
log softmax was chosen to predict the class of the 
productivity level. Cross entropy loss was selected as the 
loss function with a two-layer architecture (14-8-3), that 
is, there are 14 neurons in the input layer, 8 in the hidden 
layer and 3 in the output layer, and a three-layer 
architecture (14-10-5-3). Then, the trained model was 
tested on the testing dataset. The best classification 
accuracy obtained, after probing with different 
architectures was 97.5%. A Support vector machine 
(SVM) [26] is a machine learning technique to find a 
hyperplane in an N-dimensional space (N – the number 
of features) that distinctly classifies the data points. In 
this task, SVM classifiers with Sigmoid kernels as 
expressed by the formula stated in (1):  

 
𝐾(𝑋, 𝑌) = tanh(𝛾. 𝑋்𝑌 + 𝛾) (1) 

These were deployed to classify the level of productivity 
and the result, and the accuracy obtained was 95.8%. A 
Bayesian network is a type of the probabilistic graphical 
modelling technique that is used to compute uncertainties 
by using the concept of probability. Bayesian networks 
can take an observed event and forecast the likelihood 
that any of numerous known causes played a role. In this 
task, a Bayesian network was developed to classify the 
level of productivity and the accuracy obtained was 
81.2%. 

The confusion matrix is a performance measurement 
for ML classification problems to check the performance 
of a classification model on a set of test data for which 
the true values are known. The column represents the 
ground truth of the classification, and the row stands for 
the predicted classification results. The confusion matrix 
for logistic regression is shown in Figure 2. For instance, 
in the prediction of the “low productivity” tasks, the 
KNN model correctly classified 273 of the samples, 
while misclassified 45 of the “low productivity” as 
“medium productivity.” 

 

 

Figure 2. Confusion matrix of logistic regression 

The KNN model achieved the highest accuracy (97.5%) 
on predicting the level of productivity of the construction 
project (see Table 1).  

Table 1. Performance comparison of ML models 

ML model Classification 
accuracy 

F1  
Score 

DNN with 2 layers 92.6% 0.903 
DNN with 3 layers 88.2% 0.882 
KNN (k=10) 
KNN (k=100) 
Logistic regression 
Sigmoid SVM 
Bayesian Network 

97.5% 
81.4% 
85.2% 
95.8% 
81.2% 

0.986 
0.794 
0.802 
0.965 
0.761 

 
By predicting the level of productivity of the masons, the 
project manager can hence make decisions on how to 
group the masons based on their suitability and thus 
achieve maximum productivity and efficiency. 

By removing all compatibility features 
(compatibility of mason1, compatibility (mason1 & 
mason2), compatibility (mason1 & mason3), 
compatibility (mason2 & mason3), the necessity of the 
compatibility feature could be determined. The 
classification results on the dataset without compatibility 
features are shown in Table 2. As shown in Table 2, 
removing the compatibility features from the input 
dataset results in a slight degradation on the accuracy of 
the classification (97.4%). 

Table 2. Performance comparison of ML models 
(without compatibility) 

ML model Classification 
accuracy 

F1 Score 

DNN with 2 layers 91.9% 0.891 
DNN with 3 layers 89.8% 0.868 

KNN (k=10) 
KNN (k=100) 

Logistic regression 
Sigmoid SVM 

Bayesian Network 

97.4% 
81.5% 
85.4% 
96.0% 
83.6% 

0.981 
0.774 
0.865 
0.944 
0.802 

 
Figure 3 shows the feature importance graph for KNN 
(k=10). The features are in order: 0=low temperature, 
1=high temperature, 2= level of difficulty, 3=number of 
masons, 4= compatibility of mason1, 5= compatibility 
(mason1&mason2), 6= compatibility (mason1&mason3), 
7= compatibility (mason 2&mason3), 8= age (mason 1), 
9=age (mason 2), 10= age (mason 3), 11=experience 
(mason 1), 12= experience (mason 2), 13= experience 
(mason 3). As shown in Figure 3, the lowest temperature 
(feature 0) and highest temperature (feature 1) and the 
difficulty of the tasks (feature 2) have the greatest impact 

110



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

on predicting the productivity. Additionally, it is shown 
that other factors such as the experience, crew size, and 
compatibility play a role in the prediction power of the 
model. 

The fact that the environmental conditions and 
difficulty of the task at hand prevail can be somehow 
explained by the fact that masonry is physically and 
labour intensive. Results also show that by removing 
compatibility gives mixed results regarding the 
prediction power of the model. Accuracy slightly 
improved in some cases (1-2%) and in other cases it was 
lower (1-2%). These results somehow show that 
compatibility might not impact productivity. However, a 
careful consideration in this study should be taken, as the 
measure for compatibility is largely subjective. In this 
case, there is no personality test and compatibility was 
determined via a subjective measure given by the 
foreman. While subjective, the foreman’s opinion was 
used because it is based on the long time and careful 
observations of the masons and crews, she/he has 
managed on site. To make the metric more precise, 
personality tests could be done similarly to this study [25].   

It might be appropriate to add here that the findings 
of this study contrast with [25] where it was found that 
personality compatibility does impact productivity and it 
has a positive correlation.  Perhaps this is because in this 
study the crews were working in larger walls that were 
often divided by construction joints so that the foreman 
on site could have a better control. In the previous study 
[25], crews were working in residential projects that have 
smaller walls and crews thus required more interactions 
between the masons. It is interesting to look closely at the 
feature importance (age and wall difficulty) and how it 
impacts productivity. A thorough analysis of these results 
suggest that looking at the age of the masons might be 
more important to form productive teams. Perhaps 
pairing a young mason with a more experienced mason 
is better than always pairing experienced masons [6]. An 
additional consideration might be considering experience 
and compatibility depending on the type of project as 
well. Compatibility might be a more important factor to 
consider when forming crews for residential projects and 
easy walls, while experience might be a more important 
factor to consider when forming crews for commercial 
projects and difficult walls. These of course require 
further investigations.  

Note that while the results might be different for 
other construction work, the methodology could be 
replicated in a similar way using ML and can be reused 
for projects that involve intensive labour works such as 
dry wall activities. Additionally, productivity measures 
vary depending on the type of work (structural consulting 
work might measure drawings per month). It might be 
interesting to normalise the productivity data in other 
activities to be able to compare with other type of works 

than those considered in this paper. As the definition of 
low or high productivity depends on the standard 
deviation, it will not depend on the type of work. By 
normalising it, it allows to classify compatibility as well 
and apply the methods of this study across different 
activities. 
 

 

Figure 3. KNN feature importance K=10 

4. Applications to optimization 

Our work, and in fact any work focused on classifying 
and predicting productivity, can in principle be used to 
increase productivity. A first approach would be the 
following. Assume that we have a pool of 𝑁 masons, 
from which we must select k crews of 
𝑛ଵ, 𝑛ଶ,𝑛ଷ, … , 𝑛 masons respectively. Then, we can form 
an exhaustive list of all possible teams of crews of the 
aforementioned sizes out of the total pool of masons. 
When 𝑁  and the 𝑛′𝑠  are small this is quite feasible. 
Indeed, if 𝑁 = 12, 𝑘 = 4 and 𝑛  = 3 for all 𝑗, the total 
number of teams made of four crews of three masons is 
given by: 
 

൫ଵଶ
ଷ

൯ ൫ଽ
ଷ
൯ ൫

ଷ
൯=369,600 

 
We measured the time taken by some of the algorithms 
we used, and once trained, the DNNs took around 0.2136 
seconds to classify 697 data samples; hence, for the 
hypothetical example introduced above, it would take 
around 2 minutes to find an optimum in a single machine. 
The reader must consider that if the accuracy is at 85% 
(which is what we have now), then the probability of 
obtaining an optimum via this approach in the case 
described above is about 0.52, the colloquial toss of a 
coin. One way of improving these numbers is to obtain 
accuracies of at least 98%: in this case we would have 
that the probability of obtaining an optimum from 
exhaustive evaluation is around 0.90. Is it possible to 
reach these accuracy levels? Theoretically speaking, the 
answer is yes. For instance, in the case of DNNs by the 
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Universal Approximation Theorem (of course trying to 
avoid overfitting) and training with more data, this could 
be achieved or perhaps considering other factors that 
affect productivity, but this might have to wait some time. 

Although the previous paragraph presents a simple, 
and perhaps obvious way of finding an optimum using 
classification methods in the case of larger N, say for 
instance 𝑁= 21, 𝑘 = 7 and 𝑛 = 3 for all 𝑗, an exhaustive 
approach becomes impracticable: in this case, the number 
of possible teams is 1.825×1014. In this case, even if it 
only takes 10-6 seconds to predict the productivity of a 
crew, doing an exhaustive evaluation of all possible 
teams would take around 50,000 hours (around 5 years). 
Besides, if the model requires a prediction of the weather, 
more than 24 hours is too much to run the optimisation 
procedure.  

Still, hope is not to be lost as something can be done. 
Assuming a high accuracy of prediction, we may proceed 
as follows: take a sample large enough but manageable 
and obtain an optimum from the sample. Using this 
approach (and to simplify our reasoning even further, 
assuming perfect accuracy), we can, for instance, if all 
we want is to get a team in the first decile of productivity, 
take a sample of 500 teams, and the probability of not 
obtaining a sample in the (real not estimated) first decile 
is 1.4×10-23, so it is quite probable, and we could even 
say almost certain, that the team with the best 
productivity in the sample is in the real first decile of 
productivity. This sampling procedure gives us in turn a 
way to estimate the 𝑖 − 𝑡ℎ decile of a distribution, and in 
this sense estimate the highest and lowest levels of 
productivity of the assembled teams. 

 

5. Limitations and conclusions 

The convergence of ML into the construction 
management domain provides the capability to learn the 
highly nonlinear, complex relationships between task 
characteristics, site conditions, and the characteristics of 
workers. This study leverages the power of ML and the 
existing wealth of real-life scenarios in construction 
projects to make productivity predictions. The 
experiments show moderate (logistic regression and 
Bayesian network) to very good (DNN with 2 layers, 
KNN with K=10 and SVM) accuracy when using ML 
models to classify and predict productivity with the data 
collected. The models were trained with only 1,700 data 
points. Given that the network is relatively small 
compared with the total number of data points, 700 data 
points were used to determine the accuracy. It is 
unknown if the network’s accuracy will improve with 
more data. Adding more perceptrons to the DNN can 
theoretically improve accuracy, but it must be done with 
care so that the size of the network is still small compared 

with the training data. If this can be successfully done, 
then this model can be used to plan a construction project 
to improve performance.  

This confirms the appreciation that ML methods can 
be used as decision-making tools in managing crews in 
building construction and its use deserves to be more 
widely known. This can reduce the reliance on empirical 
estimates and computationally expensive analytical 
evaluations and better estimate productivity of 
construction crews. If these classification algorithms can 
be paired with some optimisation strategies as proposed 
in this paper, this would also confirm the appreciation 
that ML methods can be used as decision-making tools in 
managing crews in building construction, and its use 
deserves to be more widely known. If simple strategies 
for evaluating the performance of teams (groups of crews) 
with classification algorithms (again, we suggest using 
probabilistic approaches as the number of teams can be 
huge for exhaustive methods), this can reduce the 
reliance on empirical estimates and computationally 
expensive analytical evaluations. 

There are some limitations of this study. Note that 
the models have not been validated yet, but we expect to 
do this in the future, hopefully with the support and 
collaboration from interested industry partners that could 
benefit from using the techniques developed in this study. 
Additionally, it would be interesting to run the 
experiments by removing factors to determine how much 
the accuracy is reduced by looking at the dynamics of the 
teams. For instance, determining if removing the size of 
the crews alongside compatibility impacts the 
performance of the models. These studies can also be 
refined using more productivity classes (in this study we 
used three). However, the amount of data at hand did not 
allow us to establish more refined productivity classes so 
that the algorithms would have reasonable accuracies. 
One of the challenges behind ML models is to obtain 
reliable data. We did run experiments with four classes 
of productivity (high, medium-high, medium-low and 
low) and obtained an accuracy of around 70%.  
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Abstract  

Scaffolds, one of the most widely used temporary 
structures, are prone to safety-related accidents. 
Despite the fact, checking regulations for a scaffold is 
manually being conducted, which is inefficient, 
especially for a large construction site. This paper 
proposes an automated method to check safety 
regulations regarding scaffolds on sites. 3D point 
cloud data obtained from Terrestrial Laser Scanning 
(TLS) is first processed by a deep learning-based 3D 
segmentation to automatically identify major entities 
Then, a simple rule-based algorithm is applied to the 
segmented data to check for three types of major 
safety-related regulations. The result of our 
experiment shows potential for successfully 
automating scaffold safety checking at a construction 
site. 

 
Keywords – 

Deep learning; Scaffold; Point cloud; Semantic 
Segmentation; Safety regulation checking; 
Terrestrial Laser Scanning (TLS) 

1 Introduction 
Korea Occupational Safety and Health Agency's 2021 

report on industrial accidents shows that the construction 
industry has the highest number of occupational deaths, 
constituting 50.6% of those of all industries [1].  

One of the major reasons for those accidents are 
caused by temporary structures such as scaffolds [2].  
Scaffolds are, due to their temporary nature, often not 
seriously considered and are prone to safety-related 
accidents [2]. It is, thus, necessary to check scaffolds on 
sites for violations of safety regulations. However, 
manual observation can be time-consuming and 
inaccurate, especially for large-scale construction sites. 

Point cloud data acquired by laser scanning contain 
rich 3D geometric information of a site or an object. 
Pioneering studies, such as [3], demonstrated how TLS 
data can be processed in relation to CAD data. TLS data 
were also proven to have potential for safety regulation 
checking of scaffolds [4]. Recent advancement of deep 

learning technology on point clouds such as [5] allowed 
for a more effective segmentation of scaffold point cloud 
data from a large-scale construction site [6]. 

The proposed methodology fully automates the 
safety-related regulation checking process of scaffolds on 
construction sites. Thanks to deep learning-based point 
cloud segmentation and rule-based algorithm, multi-class 
segmentation and safety regulation checking of scaffolds 
are successfully conducted. 

2 Methodology 
The proposed methodology is divided into two parts: 

multi-class segmentation and regulation checking. For 
multi-class segmentation, point cloud data of a 
construction site acquired by a terrestrial laser scanner 
(FARO m70) are used as the input of RandLA-Net [5]. 
RandLA-Net used in this study is trained to classify each 
point into one of six classes: ‘stairs,’ ‘work platform,’ 
‘uprights,’ ‘guard rail,’ ‘bracing,’ and ‘background.’ For 
regulation checking, a simple and robust rule-based 
algorithm is used to check if the scaffold violates safety 
regulations. The safety regulations to be used were 
selected based on the Korea Occupational Safety & 
Health Agency safety work guidelines on steel pipe 
scaffold (KOSHA Guide C-30-2020 [7]) and modular 
scaffold (KOSHA Guide C-32-2020 [8]). Details of the 
regulations are shown in Table 1. 

Table 1. Considered Regulations 

# Regulations 
Ⅰ Attachment status of working platforms 
Ⅱ Attachment status of stairs 
Ⅲ Attachment status of guard rail 

 

2.1 Multi-Class 3D Segmentation 
RandLA-Net is a neural architecture structured for 

efficient 3D semantic segmentation on large-scale point 
clouds by using random sampling instead of complex 
point selection approaches. By using a local feature 
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aggregation module, RandLA-Net can capture complex 
local structures [5]. RandLA-Net has proven to 
effectively extract small entities from large scenes by 
showing high performance [5] on the Semantic3D dataset 
[9], a dataset of terrestrial laser scans of outdoor scenes. 
Previous study also proves the high performance of 
RandLA-Net when capturing features of scaffolds in 
large construction sites [6]. 

The RandLA-Net used in this study is composed of 
five sets of encoding and decoding layers. For the transfer 
learning, pre-trained parameters trained with the 
Semantic3D dataset were used as initial parameter values. 
Then, the network was fine-tuned by re-training the 
parameters of the inner six layers of the encoder and 
decoder.  

2.2 Regulation checking algorithm 
To check regulations of Table 1 with labeled outputs 

of RandLA-net, a representative ‘uprights’ coordinate (x 
and y) is first determined for each ‘uprights’ of the 
scaffold by peak finding based on the point density. The 
height (z-value) of each ‘work platform’ is also 
determined as the floor height from the data distribution. 
Then, potential fields of ‘work platform’ and ‘guard rail’ 
are calculated on the x-y plane based on the ‘upright’ 
coordinates by using the standard width of scaffolding 
entities. Figure 1 shows the potential fields of ‘work 
platform’ and ‘guard rail’  

 
Figure 1. Potential fields of ‘work platform’(left) 
and ‘guard rail’(right); Different color shows 
different potential field instances. 

2.2.1 Checking for Regulations Ⅰ&Ⅱ 

Using the floor heights, 3D bounding boxes of 
potential fields for platforms are defined on each floor. 
To check regulationⅠ  (attachment status of working 
platforms), the ‘work platform’ points need to be 
extracted to see if there are enough points within each 
box. If a bounding box turns out to have no work platform, 
it is now time to check regulationⅡ (attachment status 
of stairs). That is, the same bounding box is searched to 
see if there exists ‘stairs’ class points. The checking flow 
is shown in Figure 2. 

 
Figure 2. The checking flow for regulations Ⅰ&
Ⅱ in a 3D bounding box. 

2.2.2 Checking for Regulation Ⅲ 

A 3D bounding box for ‘guard rail’ is generated using 
potential fields of ‘guard rail’ and the z-values between 
two floors. On each bounding box, the presence of ‘guard 
rail’ class points is checked for regulation Ⅲ (attachment 
status of guard rail). The checking flow is shown in 
Figure3. 

 
Figure 3. The checking flow for regulation Ⅲ in 
a 3D bounding box. 
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3 Experiments and Results 

3.1 Dataset preparation 
The dataset used in the experiments were acquired 

using FARO m70 from four different construction sites 
as shown in Figure 4. A total of fifteen registered point 
clouds acquired from Sites A, B, and C were used to train 
RandLA-Net. Each point cloud data were labeled to 
represent a total of six classes: ‘stairs,’ ‘work platform,’ 
‘guard rail,’ uprights,’ ‘bracing,’ and ‘background.’ Data 
acquired from Site D were used for the testing. Total 
number of points in the training and testing data were 
103,223,397 14,649,928 points, respectively.  

 
Figure 4. Upper left; Site A, Upper right; Site B, 
Lower left; Site C, Lower right; Site D. 

3.2 Evaluation metrics 
To effectively calculate the performance of each class, 

Precision, Recall, and F1-score were used. As shown in 
Equations (1) ~ (3), Precision is a metric that calculates 
the percentage of ground truth labels within the predicted 
truth labels. Recall is a metric that calculates the 
percentage of predicted truth labels within the ground 
truth labels. Most importantly, F1-score is a metric that 
calculates the harmonic average of Precision and Recall. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
 

 

(1) 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹
 

 

(2) 

𝐹𝐹1 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  2 ∗
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

 
(3) 

3.3 Segmentation performance 
All parameters of RandLA-Net, except for the 

training epoch, followed the setting of [6]. The training 
epoch was set as 50 considering the trend of training loss. 

The results of multi-class segmentation by RandLA-
Net are shown in Table 2. The results were evaluated 
taking an average of eight experiments with the same 
dataset and parameters. Class ‘background’ had the best 
F1-score of 98.83% followed by other successful 
segmentation results from ‘uprights’ 69.10%, ‘guard rail’ 
68.95%, ‘work platform’ 61.14%, and ‘stairs’ 61.06%. 
Most of the false predictions of those five classes were 
found on the lower part of the scaffold. The ‘bracing’ 
segmentation results showed the poor performance with 
an 16.90% F1-score. This performance indicated a need 
for further studies if a need exists for regulation checking 
regarding bracings. Figure 5 shows a segmentation result. 

Table 2. Segmentation results of RandLA-Net 

Class Precision (%) F1 score (%) 
Recall (%) 

‘stairs’ 66.56 61.06 
62.18 

‘work platform’ 74.87 61.14 
51.92 

‘guard rail’ 93.11 68.95 
55.89 

‘uprights’ 77.09 69.10 
63.37 

‘bracing’ 14.23 16.90 
29.80 

‘background’ 98.19 98.83 
99.48 

3.4 Results and discussions 
According to the regulation checking algorithms, 

both ‘work platform’ and ‘guard rail’ had thirteen 
potential fields on the x-y plane (shown in Figure 1), and 
the number of floors was one. The results for the three 
regulations can be summarized as shown in Table 3. The 
two violations of regulation Ⅲ are shown as yellow line 
in the last picture of Figure 5. They were all accurately 
predicted by the proposed method. 

The regulation checking algorithm was focused on 
scaffold entities containing ‘stairs,’ ‘work platform,’ 
‘guard rail,’ and ‘uprights.’ The misclassified points of 
‘bracing’ could be filtered by following the steps of the 
regulation checking algorithm. This allowed the poor 
segmentation result of ‘bracing’ to not affect the final 
performance of the regulation checking process. 

The scaffold of Site D was an L-shaped scaffold, 
which was not contained in Sites A, B, and C. This shows 
a robust performance of our model regarding the shape 
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of a scaffold. However, there is still a need to enrich the 
dataset to improve segmentation results and generalize 
the proposed methods at other construction sites. Data 
acquisition of this study was limited especially because 
of the temporary nature of scaffolds. Ablation studies of 
generating synthetic data could help to address this 
problem and improve the model generalization.  

 
Figure 5. Visualization of segmentation results; 
{blue: ‘stairs’, purple: ‘work platform’, pink: 
‘guard rail’, white: ‘upright’, red: ‘bracing’} 

4 Conclusion 
This study presented a fully automated methodology 

to accurately check three major safety scaffold-related 
regulations specified in the KOSHA Guide to scaffolds 
[7, 8]. The proposed methodology is composed of a deep 
learning-based point cloud segmentation (RandLA-Net) 
and rule-based algorithms. The segmentation F1 scores 
were 98.83% for ‘background,’ 69.10% for ‘uprights,’ 
68.95% for ‘guard rail,’ 61.14% for ‘work platform,’ 
61.06% for ‘stairs,’ and 16.90% for ‘bracing,’ 
respectively. They were sufficient to successfully check 
all three major regulations considered on this study. 
These results indicate that this methodology has high 
potential to fully automate safety monitoring of scaffolds 
which will lead to a significant reduction in accidents and 
deaths in the construction industry. 
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In Proceedings of the IEEE/CVF Conference on 
Computer Vision and Pattern Recognition, page 
11108-11117, Seattle, USA, 2020. 

[6] Kim, J., Chung, D., Kim, Y., and Kim, H. Deep 
learning-based 3D reconstruction of scaffolds using 
a robot dog. Automation in Construction, 
134:104092, 2022. 

[7] KOSHA (Korea Occupational Safety and Health 
Agency). Safety Work Guidelines for Steel Pipe 
Scaffold (KOSHA Guide C-30-2020). On-line: 
https://www.kosha.or.kr/kosha/data/guidanceDetai
l.do, Accessed: 26/02/2022. 

[8] KOSHA (Korea Occupational Safety and Health 
Agency). Safety Work Guidelines for Modular 
Scaffold (KOSHA Guide C-32-2020). On-line: 
https://www.kosha.or.kr/kosha/data/guidanceDetai
l.do, Accessed: 26/02/2022. 

[9] Hackel, T., Savinov, N., Ladicky, L., Wegner, J. D., 
Schindler, K., and Pollefeys, M. Semantic3d. net: A 
new large-scale point cloud classification 
benchmark. arXiv preprint arXiv:1704.03847, 2017. 

119

https://www.kosha.or.kr/kosha/data/guidanceDetail.do
https://www.kosha.or.kr/kosha/data/guidanceDetail.do
https://www.kosha.or.kr/kosha/data/guidanceDetail.do
https://www.kosha.or.kr/kosha/data/guidanceDetail.do


39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

A Systematic Classification and Evaluation of Automated 
Progress Monitoring Technologies in Construction 

V.K. Reja a, b, M.S. Pradeep a, K. Varghese a 

a Department of Civil Engineering, IIT Madras, India 
b Faculty of Engineering & Information Technology, UTS, Australia 

E-mail: varunreja7@gmail.com, meghaspradeep64@gmail.com, koshy@iitm.ac.in

Abstract- 
Progress monitoring is one of the essential tasks 

while executing a construction project. Effective 
monitoring will lead to an accurate and timely 
analysis of the project’s progress which is required to 
make vital decisions for project control. On the other 
hand, inefficient and delayed updates regarding the 
project’s progress, which is estimated by comparing 
the as-built status with the as-planned status, will lead 
to time and cost overruns. Automated progress 
monitoring techniques are preferred over the 
conventional manual data entry method as the latter 
is time-consuming and complex, especially if the 
project scope is vast. Numerous tools and technologies 
are being used for progress monitoring of 
construction projects. Therefore, it is necessary to 
systematically classify and evaluate them based on 
their advantages and limitations for successful and 
appropriate implementation. Hence, this article 
identifies several progress monitoring methods and 
classifies them based on the technology they use to 
support progress monitoring. Then they are 
evaluated by highlighting their advantages and 
limitations. Several qualitative and quantitative 
factors affecting the selection of these technologies for 
implementation have also been identified. In future, a 
framework for objectively identifying the project-
specific technology will be developed. 

Keywords – 
Progress monitoring technologies; Data 

acquisition; BIM; Internet of Things (IoT); 
Sensors; Computer vision; Extended reality; 
Literature review; Challenges; Limitations 

1 Introduction 
A project life cycle in a construction industry 

involves several stages, like designing, planning, 
scheduling, execution, monitoring, controlling, and 
demolition. Monitoring and control to minimize time and 
cost overruns are crucial for a construction project. 
Accurate progress monitoring is an essential step for 
achieving quality and safety parameters. 

Progress monitoring also plays a vital role in 
avoiding unexpected circumstances and eliminating 
disputes and legal challenges among the stakeholders. 
Automating various tasks in monitoring and controlling 
will reduce the complexity involved in manual 
documentation and calculations in a project to a 
considerable extent. Hence, selecting a prompt and 
feasible automated progress monitoring technology is 
essential in the present-day construction sector [1][2]. 

Automation in progress monitoring has evolved 
over the past two decades, with several technologies with 
varying levels of automation used in projects. With 
several technologies available, there is not enough clarity 
on the type of technology that will be appropriate to be 
used for a specific case or project. 

Existing papers have focused on the specific 
technology of progress monitoring, for example, 
specifically, vision-based  [3] or IoT (sensor) based [4]. 
For a robust implementation, firstly, there is a critical 
need to identify and classify these technologies and, 
secondly, evaluate them based on their advantages and 
limitations. Hence this paper aims to: 
1. Identify, classify, and evaluate technologies

available for progress monitoring of construction
projects.

2. To list and categorize factors that enable
appropriate technology selection for the project-
specific use case.

The paper is structured as follows. The review 
methodology has been discussed in Section 2. This is 
followed by a detailed review of the technologies in 
Section 3. The factors affecting progress monitoring 
technology selection are presented in Section 4. Section 
5 is a discussion followed by conclusions in Section 6. 

2 Review methodology 
The reference literature for the review was collected 

from Scopus and Web of Science databases using a 
keyword search-based method, followed by snowballing 
technique. A total of 61 papers with 49 journal articles 
and 12 conference papers were identified from the 
databases, and an exhaustive review with analysis was 
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performed. The chronological distribution of the selected 
papers is shown in Figure 1. 

The search attributes used in the review with the 
keywords used and search scope is as shown in Table 1. 
The relevant articles for the construction domain were 
filtered after reading the abstracts. The filtered articles 
were considered for meta-analysis. 

Table 1 Search attributes 

3 Automated progress monitoring 
technologies 
The selected papers contained case studies, 

challenges, and benefits of various automated techniques. 
Based on the meta-analysis, seventeen state-of-the-art 
progress monitoring techniques were identified. As 
shown in Table 2, these techniques were classified into 
six major categories based on the technology they use to 
support progress monitoring. These are conventional 
Information & Communication Technologies (ICT), tag-
based methods, geospatial technologies, building 
information modelling and associated commercial 
software, computer vision-based approaches, and 
extended reality and are discussed below: 

 
3.1. Conventional ICT: These include handheld 
computing devices (Personal Digital Assistants or PDAs, 
handheld personal computers), Interactive Voice 
Response or IVR, multimedia tools, and e-mails. These 
are the most basic techniques, which are information 
technology-based communication tools. These 

technologies are primarily of lower cost with a limited 
level of automation but can increase the chances of 
communication between stakeholders, thereby helping in 
information tracking [2]. 
 
3.2. Tag-based techniques: These involve using tags 
and codes that can be attached to various resources on-
site and are primarily used for material tracking and 
inventory, employee badge scanning, and equipment 
tracking. These include barcodes, quick-response or QR 
codes, radio-frequency identification or RFID tags, and 
ultra-wideband or UWB tags. Each tag has its working 
principle based on Automatic Identification and Data 
Capture (AIDC). It must be noted that a tag-based 
technology cannot directly extract spatial element 
information, visually represent the site changes, and 
collaborate with other vision-based techniques [5][6][7]. 
 
3.3 Geospatial techniques: These include fundamental 
technologies based on location-based sensors like 
Geographic Information System (GIS) and Global 
Positioning System (GPS). These techniques are used for 
geo-referenced data capture, analysis, and modelling. 
GIS can be used in large infrastructure projects where 
there is a need to store and handle huge amounts of data. 
It can be a useful geospatial tool, which uses location as 
the primary focus in database management, whereas GPS 
aids in the spatial analysis and navigation of different 
activities on the site [8]. 
 
3.4. Building Information Modelling (BIM) Based: 
BIM is a process involving different tools, technologies, 
and contracts, which aids in better visualization of 
construction sites for accurate project management. BIM 
also aids in stakeholder management practices of the 
construction industry for different aspects of 
communication, collaboration, engagement, and 
satisfaction. This can be used along with commercial 
scheduling software like MS Project so that progress 
monitoring can be done efficiently [9]. 
 
3.5. Computer Vision-Based Construction Progress 
Monitoring (CV-CPM): It is an emerging field that 
focuses on information retrieval through visual inputs  [3]. 
These inputs can be digital images, videos, thermal 
images, as-built point clouds, panoramas, and photo-
spheres. These techniques involve fixed surveillance, 
photogrammetry, videogrammetry, range imaging, and 
3D laser scanning. Computer vision sub-domains include 
learning, 3D scene modelling, video tracking, 3D pose 
estimation, object recognition, scene reconstruction, 
object detection, and event detection, which can be used 
for progress monitoring [3][10][11]. For this, digital twin 
technology are also being explored for effective real time 
monitoring of projects [12]. 

Search attributes  Values used in the search 
Databases Web of Science, Scopus 
Language English 
Duration 2000-2022 

Type Journal & conference articles 
Keywords 

 
Progress monitoring 

technologies, Automated 
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3.6. Extended Reality (XR) Based: The relatively 
newer technology allows a combined real and virtual 
environment, supporting human-machine interactions. 
These techniques can be further classified into 
augmented reality (AR), virtual reality (VR), and mixed 
reality (MR), based on the difference in visualization. 
These techniques can be employed for the collection of 
digital data and can handle computing and network 
technologies in progress monitoring [13]. 

Each of these technologies has its unique 
advantages and limitations in construction site 
monitoring. Hence, there is a need for a detailed analysis 
to identify these to be used effectively. It is also to be 
noted that efficient integration of suitable technologies in 
sites has been done in various case studies, and it was 
found that time and cost overruns have been reduced to a 
great extent. A detailed and systematic review of each of 
the above-mentioned technologies is presented in Table 
2, along with the relevant references. 

4 Factors affecting progress monitoring 
technology selection 

As shown in Table 2, each technology is 
characterized by its advantages and limitations. Apart 
from these, some key factors should be considered before 
choosing the appropriate technology for progress 
monitoring in a construction project. Some of these 
parameters have been identified by several authors 
through their research [1][14]. 

In our recent study [3], we conducted a systematic 
literature survey using PRISMA methodology and 
identified factors which affect progress monitoring 
technologies in construction. 

Figure 2 shows the key factors to be considered while 
selecting the appropriate technology for progress 

monitoring. These factors are categorized into 
quantitative and qualitative factors based on how they 
will be evaluated for consideration. The context of these 
factors for selection is described as follows: 
 
A - Quantitative Factors 

1. Time efficiency: The speed of data acquisitions as 
well as data processing. 

2. Operating range: The distance up to which the 
employed technology works. 

3. Accuracy: The reliability of the collected data 
along with precision. 

4. Cost: The amount of financial cost as well as the 
computational cost incurred to adopt and implement 
the technology. 

 
B - Qualitative Factors 
 
1. Utility: Adaptability of the technology to be used 

both in interior and exterior construction progress 
monitoring. In other words, whether the technology 
is a general case solution. 

2. Level of Automation: The extent of manual effort 
required while using the technique. 

3. Preparation required: The level of preparation 
required while setting up the equipment or process 
at the deployment stage. 

4. Training required: The amount of training or 
knowledge a user requires prior to using a particular 
technique. 

5. Susceptibility in adverse weather: The extent of 
use of the technology in harsh environmental 
conditions like low visibility. 

6. Compatibility for use: The level by which a 
particular technology can be integrated with other 
technologies or the existing Enterprise Resource 

Figure 2 Factors affecting selection of technology: Quantitative (in green) and Qualitative factors (in blue) 
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Management (ERP) system. 
7. Statutory requirements: The legal codes and 

procedures to be followed while using a technique 
enforced by the authorities. 

8. Mobility: The ease, flexibility, and portability of 
the related equipment. 

9. Project type & characteristics: The type and 
characteristics of a particular construction project 
where the technology can be used. 

 
Utilization of these factors for technology selection 
 
To utilize these factors for appropriate technology 
selection, it is recommended to provide weightage to 
factors based on the project’s constraints on cost, quality, 
and time. The qualitative and quantitative evaluation of 
categorized factors should be performed. All the six 
technologies mentioned in  Table 2 can then be evaluated 
based on these factors for appropriate selection. This 
demonstration is not in the scope of this paper but will be 
part of future research. 

5 Discussions 
Progress monitoring is crucial for accurate project 

control. Choosing the appropriate automated technology 
based on required parameters is vital in the monitoring 
stage of a project. Automated technologies can be 
integrated based on the requirements and can be highly 
efficient in reducing project overruns compared to 
manual methods. The technology must be chosen without 
overselling, such that the investment returns from the 
project can be made higher. 

An idealized situation would enable a higher 
efficiency in all these parameters, which is not practically 
possible in a single technology. Therefore, selecting a 
suitable technology that produces the maximum output 
based on these parameters would be the goal in the 
monitoring phase of a construction project. 

Another important consideration is that newer 
technologies might face challenges about their 
widespread acceptance, as the construction companies 
might tend to reject the pilot integrated automation 
technology proposals. This happens mainly due to a lack 
of technical knowledge of automated technologies and 
the tendency to continue adopting conventional 
techniques. So integrated proposals through research 
should be added with proper inspection and maintenance 
guidelines, followed by proper incentives to the 
enterprises, so that widespread adoption can be facilitated. 
Moreover, data collection by a single resource tracking is 
never sufficient for accurate progress monitoring. Hence, 
applying data fusion techniques is vital to tracking 
multiple resources on a construction site. 

6 Conclusions 
This paper provides a systematic review of various 

automated progress monitoring technologies from 61 
relevant publications to understand the state-of-the-art to 
guide future research. The paper also identifies the 
benefits and limitations associated with each technology 
(in Table 2), along with the factors affecting their 
selection (in section 4). It is to be noted that each 
construction project is unique and has its specific 
characteristics. As all the technologies have their 
advantages and shortcomings, selecting a technology that 
suits a particular project is extremely important. The 
technologies can be combined and integrated to minimize 
cost overruns. This review provides a basis for this 
selection, as it systematically identifies the scope for each 
automated technology. In addition, more review efforts 
are recommended to identify suitable mounting methods 
that can be used in combination with the techniques. 
Digital twin based progress monitoring is a potential area 
of future research [12]. 
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Abstract – 
Scanning is a key element for many applications in 

the AECO industry. It provides point clouds used for 
construction quality assurance, scan-to-BIM 
workflows and construction surveys. However, data 
acquisition using static laser scanners or 
photogrammetry methods is lengthy and requires 
even lengthier subsequent processing. A quick and 
apparent escape from this problem might be mobile 
mapping solutions mainly based on lidars. However, 
current hand-held scanners suffer from drift, skewing 
point clouds and thus, increasing their spatial error. 
In this paper, we present a novel, real-time and fully 
explainable method exploiting human-machine 
interaction to increase the correctness of produced 
point clouds. Our method progressively reconstructs 
the scanned scene and predicts the regions of a 
potentially high error with a 95% confidence level. 
The user can then revisit these parts of the scene, 
which adds additional constraints on the underlying 
probabilistic graphical model, thus reducing the drift 
and increasing the confidence in the correctness of 
these regions. We build a prototypic lidar-based 
mobile scanner, implement our method and test it in 
a case study. The results show that the areas identified 
with a relatively high spatial error indeed suffer from 
it, while predicted areas with relatively higher 
correctness do have a smaller spatial error. 

Keywords – 
Mobile mapping; SLAM; Digitization; Pose 

graph; Uncertainty visualization; Uncertainty 
propagation; Human-machine interaction

1 Introduction 
In this paper, we propose a novel mobile scanning 

technique aiming at reducing a spatial error in point 
clouds based on the user-scanner interaction. As the user 
traverses a scene, our real-time method visualizes the 
uncertainty related to the correct position of points in a 

progressively-built point cloud, hence informing the user 
on the potentially increasing spatial error. The user can 
then take corrective actions on-the-fly by revisiting 
places with a potentially higher spatial error, thus 
imposing additional constraints on the underlying 
optimization problem and hence reducing the error. 

Digitizing the geometry of existing assets is a key 
element for many use cases in the Architectural, 
Engineering, Construction and Operation (AECO) 
industry.  However, data acquisition using static laser 
scanners or photogrammetry methods is lengthy and 
requires even lengthier subsequent processing [1], [2]. A 
quick and apparent escape from this problem might be 
mobile mapping solutions, mainly based on lidars. 

However, the current state-of-practice mapping 
devices do not allow for scanning with high accuracy [3], 
[4]. Therefore, it is not uncommon that there is a mix of 
static and mobile scanners on construction sites 
depending on the requirements of the use cases at hand 
[3]. 

We define a spatial error as a distribution of distances 
between points by a mobile scanner and their 
corresponding ground truth. This corresponds with the 
geodetic “correctness” of point clouds [5], “absolute 
accuracy” [6] or, simply, “accuracy” [1]. We will use 
these notions interchangeably in this paper. With that in 
mind, the problem statement is that point clouds 
produced by current mobile scanners suffer from 
relatively higher spatial error because of drift increasing 
over time in Simultaneous Localization and Mapping 
(SLAM) systems [7], [8]. 

We propose a novel and fully explainable real-time 
scanning method based on the user-scanner interaction. 
As the user traverses the scene, our system propagates the 
uncertainty of odometric inter key-pose constraints in the 
underlying pose graph. Then, with a high confidence 
level, it computes the largest variability related to each of 
the key poses and visualizes it on the progressively-built 
point cloud using colours. Since the colours displayed on 
the 3D points are based on comparing the variability to 
accuracy levels/bands from surveying standards, our 
method is dedicated specifically to construction use cases. 
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The user can thus see which regions of the point cloud 
are likely to suffer from higher spatial error and can 
revisit them, which adds additional constraints onto the 
pose graph, thus reducing the uncertainty in the key poses. 

The proposed system can be then integrated into the 
practical mobile scanning procedures in the following 
way. Before scanning starts, the user chooses the top and 
bottom levels of point cloud correctness they are willing 
to accept. As the user traverses the scene, the 
progressively-built point cloud gradually changes colour 
from green to red, indicating that the spatial error of the 
red regions of the scene is beyond the set lower level. 
After the desired parts of the scene have been scanned, 
the user revisits these parts of the scene that are coloured 
red, ideally linking them with green areas. 

We build a prototypic scanner consisting of a lidar 
and a laptop, implement our method and test it in a case 
study. With a 95% confidence level, the results show that 
our system correctly predicts the regions of both 
relatively high correctness as well as those suffering from 
high spatial errors. 

Before we proceed to the specifics of our method, 
however, the subsequent section introduces the reader to 
the state of the art (SOTA) pose-graph SLAM systems 
and uncertainty propagation in their underlying models. 

2 Background 

2.1 Pose-graph SLAM 
According to [9], there are two probabilistic SLAM 

paradigms: 1) filtering and 2) smoothing. The former 
focuses on the estimation of the most current pose of the 
scanner given all the measurements of its sensors. It is 
useful in the case of robots that must determine their 
position in real-time as accurately as possible. The latter, 
in turn, focuses on the estimation of all the key poses 
comprising the trajectory of the scanner. Given the fact 
that the correctness of the produced point cloud is a 
function of the trajectory, its wrong estimation will yield 
a skewed point cloud resulting in its higher spatial error. 
Therefore, the smoothing SLAM paradigm is of interest 
in this paper because it focuses on the estimation of the 
whole trajectory, and hence the correctness of the 
produced point cloud as a whole. 

There exist a number of SLAM methods under the 
smoothing paradigm, some of which are described by [9], 
[10] and [11]. Although these authors name their 
methods differently, their approaches share the same core. 
They model this problem using a probabilistic graph and 
then turn it into a problem involving minimizing non-
linear least squares. Even with a relatively good 
initialization, there is no guarantee that such a problem 
can be executed in constant time due to iterations during 
the optimization and is generally considered 

computationally expensive [12]. However, in the light of 
increasing computing power of mobile devices and 
recent scientific advancements in effective factorization 
methods [13], solving graph-based SLAM in near real-
time has become increasingly possible. 

The type of sensors used for SLAM also affects how 
the problem should be modelled. In cases where lidar is 
involved, it is not uncommon to avoid modelling an 
explicit map of the scanned scene and instead focus on 
the trajectory of the scanner only [14]  since a stream of 
lidar points can yield relatively good odometric 
constraints between key poses [9]. Modelling the 
problem this way is otherwise known as pose-graph 
SLAM and involves only the mentioned odometric 
constraints and loop closures. The latter is important 
since they provide constraints that allow creation of a 
globally consistent trajectory, and therefore a globally 
consistent map. 

2.2 Uncertainty propagation in non-linear 
least squares 

On one hand, pose-graph SLAM under the smoothing 
paradigm still suffers from drift, which cannot be 
eliminated [15]. On the other hand, information about 
uncertainty of the key poses can help to localize those 
parts of the trajectory that suffer from drift. In this vein, 
the uncertainty/error of the inter-pose constraints can be 
propagated through the pose-graph so that the joint 
probability of the key poses can be computed [16]. From 
there, uncertainty on the individual poses can be 
calculated through the means of marginal covariances. 
Since the smoothing paradigm of SLAM can be viewed 
as a more general non-linear least-squares minimization 
problem, it is of interest to investigate the methods that 
propagate uncertainty through such systems. Some of 
them are presented in [17], [18] and [19]. 

2.3 Gaps in knowledge 
On one hand, SLAM frameworks still suffer from 

growing drift, resulting in worsening spatial error of 
point clouds. They are not as accurate as the workflows 
based on static scanners and surveying, and there is no 
way to remove the drift in a user-aware manner. On the 
other hand, there are also ways to propagate the 
uncertainty in SLAM systems; however, they are either 
(1) rather theoretical, yielding faster and faster 
approximate methods of recovering marginal 
covariances, or (2) have applications in the detection of 
loop closures where more exact marginal covariances 
allow for fewer candidates among key-poses to be 
searched for to find the best match. 
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2.4 Research objectives 
The point of this paper is to provide a real-time 

method for uncertainty visualization in pose-graph 
SLAM so that the user can be aware of regions of 
potentially higher spatial error and they can take 
corrective actions on-the-fly (during scanning). 

3 Proposed solution 

3.1 Scope & assumptions 
Our solution is designed for SLAM systems working 

on pose-graphs. We assume that our inter key-pose and 
loop-closure constraints do not fail in any way during the 
execution of our system. The spatial error predictions are 
based on the translational part of marginal covariance 
matrices Σ𝑖. 

3.2 Overview 
The core of our idea is to pass the uncertainty encoded 

in marginal covariance matrices Σ𝑖 of the estimated 
trajectory 𝑋  onto the lidar points 𝑃𝐶𝑖𝑙𝑖𝑑𝑎𝑟   that are 
associated with the key poses 𝑥𝑖, and scene-reference the 
points. See Figure 1 for reference.  Each key pose 
comprises a 3D rotation matrix (3×3) and a translation 
vector (3×1) defined in the coordinate system of the 
scene. The user can then intuitively see what areas of the 
progressively-built scan suffer from a potentially high 
spatial error after scene-referencing the lidar points. As 
explained in section 2.2, there are SOTA real-time 
methods to propagate the uncertainties {Ω1, Ω2, … }  of 
individual inter key-pose transformations {𝑧1 , 𝑧2, … } in 
such a way that the joint probability of all the key poses 
can be computed. There are also real-time methods to 
recover the marginal covariances of the key poses after 
the propagation. Our idea is to pass these marginal 
covariances Σ𝑖  in real-time onto the scene-referenced 
lidar points. 

More specifically, our method is presented in Figure 
2. As the trajectory of a mobile scanner grows, we 
progressively compute the greatest variance for each 
marginal covariance matrix Σ𝑖  associated with the new 
key pose 𝑥𝑖. This will ensure that we find the maximal 
translational error for the new key pose. Given that the 
errors along each of the three axes might be correlated, 
we compute eigenvalues 𝜆𝑘  of the covariance matrix 
according to Equation (1) and pick the largest, marked as 
𝜆𝐿 in processes (a) and (b) in Figure 2 respectively. 𝑣𝑘 is 
an eigenvector associated with the corresponding 
eigenvalue. 

Σ𝑣𝑘 = 𝜆𝑘𝑣𝑘 (1) 

However, such computed variance itself is not a 

useful statistic in practice. Therefore, we convert it into a 
standard deviation and multiply it by 2. We thus obtain a 
95% confidence level on the maximal translation error of 
the current pose. We choose a 95% confidence level to 
comply with land surveying guidance documents such as 
those by the Royal Institution of Chartered Surveyors [20] 
or specifications of Levels of Accuracy (LOA) [5] where 
this level of certainty is de facto a standard. 

Next, we compare the two standard deviations to the 
accuracy levels or bands defined by USBSD or RICS 
respectively. Before, scanning starts, the user chooses 
which guidance document they want to comply with. Our 
system then compares 2√𝜆𝐿  for each key pose against 
the accuracy levels according to the chosen standard. 

We propose to colour-code the scene-referenced lidar 
points according to the accuracy levels. The most 
restrictive accuracy level (for example LOA 10 by [5]) is 
coloured in green while the bottom level (for example 
LOA 50) is red. All levels in between are then colourized 
according to hues in between these two, such as yellow, 
amber and orange. It is likely that current mobile devices 
will be unable to meet the requirements of the most 
stringent accuracy levels. Hence, we propose to cap the 
highest level to the one picked by the user, for example, 
LOA 30. In such a case, all the poses whose 2√𝜆𝐿 are 
smaller than the maximal error associated with LOA 30, 
will remain green. A similar cap can be imposed for the 
bottom level. For example, if 2√𝜆𝐿 is greater than the 
error associated with LOA 40, then the points related to 
this pose will be red. 

Finally, for each new key pose, we transform lidar 
points in the lidar coordinate system 𝑃𝐶𝑖𝑙𝑖𝑑𝑎𝑟  to the scene 
coordinate system 𝑃𝐶𝑖𝑠𝑐𝑒𝑛𝑒 according to Equation (2) and 
process (e) in Figure 2, with 𝑥𝑖 , 𝑃𝐶𝑖𝑙𝑖𝑑𝑎𝑟  and 𝑃𝐶𝑖𝑠𝑐𝑒𝑛𝑒 
stored in homogenous coordinates. This way, the user 
scanning a scene can see what the predicted correctness 

Figure 1. Part of progressively-built trajectory 𝛸 
consisting of a set of key poses {𝑥1, 𝑥2, 𝑥3, … } 
represented as a pose graph. Black rectangles 
represent constraints 𝑍  including inter key-pose 
odometric transformations {𝑧1, 𝑧2, 𝑧3, … } . Each 
odometric transformation comes with an 
information matrix Ω𝑖  representing uncertainty on 
these transformations. Pose uncertainties are 
marked in purple and are represented by marginal 
covariance matrices {Σ1, Σ2, Σ3, …} 
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of the progressively growing point cloud is in real-time. 
𝑃𝐶𝑖

𝑠𝑐𝑒𝑛𝑒 = 𝑥𝑖𝑃𝐶𝑖
𝑙𝑖𝑑𝑎𝑟 (2) 

The visualization system presented above can then be 
used in the following way. Before scanning starts, the 
user chooses the top and bottom levels of point cloud 
correctness they are willing to accept. As the user 
traverses new parts of the scene, the progressively-built 
point cloud gradually changes colour from green to red, 
indicating that there is a 95% chance that the spatial error 
of the red regions of the scene is beyond the set lower 
level. After the desired parts of the scene have been 
scanned, the user revisits these parts of the scene that are 
coloured red. By revisiting them, the user closes loops in 
the underlying pose graph representing the trajectory of 
the scanner, hence adding additional constraints to the 
graph. The underlying SLAM optimization process then 
shifts the trajectory, and hence the lidar points to a more 
correct position thanks to these additional constraints. 
This increases the confidence level in the correctness of 
the key poses and scene-referenced lidar points. 

3.3 Hypothesis 
For hand-held lidar-based scanners with pose-graph 

SLAM, real-time predictions on the correctness of the 
produced point cloud can enable the user to make 
informed corrective actions during the scanning process, 
thus increasing the correctness of the point cloud. The 
corrective actions are revisiting previous parts of the 
scene in an informed way. 

4 Research methodology 

4.1 Data collection 
We built a prototypic scanner consisting of a 

Velodyne VLP-16 lidar and a MacBook Pro laptop, both 
plugged into a portable power unit as shown in Figure 3. 
We coded up software for the scanner on Linux Ubuntu 
20.04 with Robot Operating System [21] (version Noetic) 
using many own and publicly available repositories and 
frameworks. 

 

 
Figure 3. Our prototypic scanner connected to a 
laptop during scanning. 

Next, we went to one of the colleges and scanned its 
Front Court with the scanner to test our method. During 
scanning, we walked along the four walls so that the 
façade was captured, and we returned to the place we 
started scanning to close a loop. The estimated trajectory 
of the scanner can be seen in Figure 4. In addition, we 
used a FARO Focus 3D terrestrial scanner [22] to provide 
a ground truth scan. The scanner was placed in the middle 
of the court so that it could cover all four façades. 

Figure 2. For each key pose 𝑥𝑖the following processes presented in this figure are executed so 
that the marginal covariance Σ𝑖 is passed onto a scene-referenced pointcloud 𝑃𝐶𝑖𝑠𝑐𝑒𝑛𝑒  and 
visualized to the user in real time. 
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4.2 Methods 
We follow a Maximum A Posteriori (MAP) 

incremental non-linear pose-graph optimization 
approach by [13], to find such key poses of trajectory 𝑋 
that their errors for the odometric inter key-pose and loop 
closure transformations 𝑧𝑖  are the smallest (Equation (3)). 

𝑋𝑀𝐴𝑃 = min
𝑋

∑‖ℎ𝑖(𝑥𝑖) − 𝑧𝑖‖Ω𝑖
−1

2

𝑖

 (3) 

In Equation (3), ℎ𝑖(. )  are non-linear functions 
transforming key poses stored in the coordinate system 
of the scene to the coordinate system of the previous pose 
in which 𝑧𝑖  is measured. Computation of the odometric 
constraints is based on the Lidar Odometry And Mapping 
technique by [7]. 

We estimated the information matrices Ω𝑖  in such a 
way that after the loop closure event shown in image d) 
of Figure 4, the most uncertain part of the point cloud 
(around the top corner) is coloured red and the other parts 
are green for LOA 10 to 50. 

5 Results & Discussion 

5.1 Raw results 
In Figure 4, we present the progressively created 

point cloud with overlaid uncertainty information. At the 
start of the reconstruction (image a), all the points in the 
scene are green, indicating prediction in their relatively 
correct position. As we traverse the scene, the drift 
increases and so does the estimated spatial error in the 
newly accumulated points. This is shown first in amber 
and then in red in image (b), predicting that the relative 
error in these places is around 3-4 times higher than in 
the bottom part of the scene. Having this information and 
following our method, we decided to return to the green 
area to close the loop and potentially increase the 
correctness of these red points. However, as we go 
towards the place we started the scanning, the newly 
reconstructed parts of the scene on the right side of the 
scene turn even more red (image c), indicating that the 
error there might be 5 times higher than in the green areas. 
Finally, we close the loop in image (d), and the points 
around this area turn green. The system predicts that their 
spatial error decreased significantly. However, the points 
in the corner at the top part of the scene remain amber. 

We will work on the point cloud shown in image (d) 
of Figure 4 and investigate what the actual spatial error 
in the amber region (top corner) is and contrast it with the 
spatial error in the top right corner, which should have a 
relatively lower error according to the predictions of our 
system. 
 
 

a) 

 

b) 

 

c) 

 

d) 

 

Figure 4. Progressively-built point cloud in real-
time with overlaid uncertainty. Green indicates 
high point cloud correctness while red stands for 
predictions for a relatively higher spatial error. 
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5.2 Analysis 
We segmented the point cloud by our scanner into 

three regions (all marked in blue in Figure 6): the one at 
the bottom of the figure was used to register the whole 
point cloud by our mobile scanner to the point cloud by 
the FARO Focus 3D scanner; the one at the top of the 
figure was predicted by our system as having a bigger 
spatial error (see Figure 4 d); finally, the region in the top 
right of the figure was predicted for a relatively lower 
spatial error than the previous region after the loop 
closure (again, see the corresponding Figure 4 d), 
although initially, the error there was even higher than 
that at the top corner (Figure 4 c). 

 

 
Figure 6. A scan from a terrestrial FARO Focus 
3D scanner was used to provide ground truth 
(colourful point cloud). The segmented blue point 
cloud comes from our mobile scanner. 

For the top two regions, we computed the distances to 
the ground truth scan using Cloud Compare. Next, we 
binned them and present them as histograms in Figure 5. 
On these distances, we also computed three statistics: 1) 
a mode (most likely value), a mean (average value) and a 
95-percentile (see Table 1). 

Judging by the modes in Table 1, the blue region at 
the top of Figure 6 has almost 5 times higher most likely 
spatial error than the point cloud in the top right corner 
(47 and 10 mm respectively). It also has around 39% 
higher mean error, and its 95-percentile is larger by 9 mm. 
These three statistics seem to confirm that our system 
correctly predicted the regions of relatively higher spatial 
error. 

In addition to measuring the spatial error above, we 
also took a closer look at the loop closure event that 
occurred right before image (d) in Figure 4 was taken. In 
Figure 7, the initial key poses comprising the odometric 
trajectory (marked with a dashed light blue line) had very 

large marginal covariances (purple spheres), indicating 
that the position of the related point clouds was 
significantly off. After computing the relative 
transformation between the two key poses connected by 
the red line, the trajectory has been recomputed which 
resulted in an updated trajectory marked with a green line. 
The updated key poses now have significantly smaller 
marginal covariances indicated by the much smaller 
spheres. In fact, these spheres are as small as those at the 
start of scanning (Figure 4 a). The updated trajectory and 
its marginal covariances on the key poses seem to be in 
line with other studies on this topic such as those by [23]. 
This shows that we have implemented our method 
correctly. 

Table 1. The actual spatial errors corresponding to the 
two segmented regions of our point cloud shown in 

Figure 6. 

Statistics 

Region with 
predicted low 
spatial error 

[mm] 

Region with 
predicted higher 

spatial error 
[mm] 

Mode 10 47 

Mean 46 64 

95-percentile 140 149 

In this case study, the top corner marked in red in 
Figure 4 (d) still has lower accuracy compared to the 
green part. The question then is how to improve it? The 
informed user could walk up to the corner while scanning, 
diagonally through the lawn, and close the second loop. 
This would further reduce the uncertainty, especially in 

Figure 5. Distribution of error between the ground 
truth and the regions of a point cloud identified by 
our scanner as having a low spatial error (green 
bins) and a high one (red). 
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that region, hence decreasing the error. We are planning 
to show this and demonstrate the impact of closing the 
second loop (and maybe more loops) in the following 
paper in the future. The reason for not demonstrating this 
here is the fact that more loop closures demand even 
tighter integration of odometry and SLAM systems than 
we have currently implemented. However, it is a problem 
related to the architecture of our software and the method 
described in this paper will still hold. 

5.3 Our contributions 
We presented a novel fully-explainable method for 

real-time predictions of areas with potentially high 
spatial error in progressively created point clouds by 
lidar-based mobile scanners. The method exploits the 
human-machine interaction and is suitable for SLAM 
systems based on pose graphs. We implemented it and 
tested its applicability in a case study which confirmed 
that the identified areas of relatively higher spatial error, 
indeed suffer from it. To the best of our knowledge, it is 
the first such system in the world. 

Our system can help the construction industry to 
reduce the effort (time and money) put generally into 
scanning construction sites. Since the user is aware of the 
regions of potentially high spatial error during scanning, 
they can take corrective actions on-the-fly, and not after 
the data collection and processing have been completed. 
This, in turn, might eliminate the potential risk of re-
scanning. 

6 Conclusions 
In this paper, we presented a real-time fully-

explainable method exploiting human-machine 
interaction to increase the correctness of point clouds 
produced by lidar-based mobile scanners. With a 95% 
confidence level, our method predicts areas of relatively 
higher spatial error in a progressively created point cloud. 
We built a mobile scanner, implemented our method, and 
tested it in a case study. The results show that the areas 
identified with a relatively high spatial error indeed suffer 
from it, while areas with relatively higher correctness 
predicted, do have a smaller spatial error in reality. 

The method presented here has the potential to 
increase the accuracy of point clouds produced by lidar-
based SLAM systems operating on pose-graphs. This, in 
turn, might unlock demanding use-cases such as 
engineering surveying or high accuracy measured 
building surveys, which so far have been unreachable by 
mobile scanners due to systematic spatial errors in point 
clouds caused by drift. Moreover, our method might 
contribute to reducing the effort put into scanning by 
giving real-time predictions on the quality of produced 
point clouds, hence eliminating the need for potential 
rescanning. 

In the future, we are planning to test our method in 
more case studies and extend it so that it yields 
predictions in cases where many loops have been closed. 
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Figure 7. Correction of the odometric trajectory 
(dashed blue line) resulting in the SLAM 
trajectory (green line) in the 3D space of the 
scene. The red line connects the two key poses 
used for computing the loop closure with yellow 
arrows showing how the corresponding key poses 
shifted. Purple spheres represent marginal 
covariances. 
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Abstract   

Cracks are one of the main defect features on 
concrete surfaces, and indicators of concrete 
structures’ condition regarding their state of health. 
Since traditional methods to identify and assess 
cracks rely on manual measurements, a significant 
number of studies to date have focused on identifying 
ways to automate this process. Accordingly, this study 
proposes to combine Convolutional Neural Network 
(CNN)-based algorithms and traditional image 
morphological operation for crack detection and 
measurements with a specific goal to benchmark the 
proposed methodology on data of three images 
obtained from laboratory experiments in a controlled 
environment. The proposed methodology performed 
well, with 92.10% and 90.11% accuracy in crack 
length and width measurements, respectively. Future 
research will focus on fine-tuning the proposed crack 
detection and measurement methodology and 
evaluate them on a set of images acquired from a real 
full-scale structure such as a bridge or a building. 
 
Keywords  

Crack Detection; Crack Measurement; Image 
Morphological Operation; Convolutional Neural 
Network (CNN); Skeletonization  

1 Introduction 
According to the recent infrastructure report from the 
American Society of Civil Engineers (ASCE), 
approximately 231,000 bridges across the United States, 
or 37.4% of all bridges in the nation, need repair and 
preservation work, and 46,154, or 7.5% of the nation’s 
bridges, are considered structurally deficient [1]. To 
prevent infrastructure failures, periodic inspections are 
needed to determine their condition. One of the most 
important procedures during periodic inspections are 
visual inspections carried out to identify and assess 
surface defects. 

Cracks are one of the main defect features on concrete 
surfaces, and indicators of concrete structures’ condition 

regarding their stability and durability [2]. Thus, the 
identification and assessment of cracks plays a 
paramount role in concrete structures’ inspections. 
However, since the traditional methods to identify and 
assess cracks mostly rely on manual measurements, 
which are labor intensive and error prone, several recent 
research efforts have focused on leveraging computer 
vision and machine learning techniques to automate this 
process.  

Several image-based crack detection and 
measurement techniques, including deep learning-based 
algorithms, have been proposed to date to automate crack 
identification and assessment processes. These studies 
proposed various image-based crack detection methods 
that use edge detection algorithms [4]-[6], automatic 
threshold image segmentation [7], and image 
morphological operations [8][9]. In recent years, the 
focus has been on utilizing deep learning-based 
algorithms due to their robustness and accuracy. These 
studies utilized convolutional neural networks (CNN) 
architectures [10]-[13], and performed better compared 
to previously proposed computer vision-based methods 
[14]-[20]. 

Even though image-based methods have been proven 
to be effective in detecting cracks, most of them perform 
well when applied to images with well-distinguishable 
cracks, i.e., cracks with prominent edge-gradient changes, 
and none to minimal number of non-crack objects such 
as stains. In addition, deep learning-based crack detection 
algorithms require large number of training dataset of 
images and heavy computing resources. Therefore, it can 
be concluded that the currently available computer 
vision-based methods to identify and assess surface 
defects are not mature enough to be used in real-life 
scenarios, e.g., on data collected from bridges or 
buildings.  

Several studies have focused on fine-tuning the 
previously proposed algorithms for crack detection and 
measurement to overcome the limitations summarized 
above. Moreover, to achieve an acceptable level of 
accuracy and sensitivity on real-case scenarios, new 
approaches that combine different methods (e.g., deep 
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learning and 3D point cloud) have been proposed.  
Accordingly, this study aims to benchmark CNN 

based deep learning algorithms for crack detection and 
measurements on data obtained from a laboratory 
experiment in a controlled environment. A methodology 
that combines a CNN-based algorithm and the traditional 
image morphological operation is presented for crack 
detection. Next, skeletonization and orthogonal 
projection algorithms were applied to measure the crack 
length and width and their overall performance were 
evaluated. 

2 Literature Review 
In this section, previous studies on crack detection 

and measurements are reviewed. First, crack detection 
methods based on conventional image morphological 
operations, deep learning algorithms, and the approaches 
that combine the first two are examined and their 
strengths and weaknesses are discussed. Next, the studies 
that focused on crack measurements are analyzed. Finally, 
the methods selected for crack detection and 
measurement in this study are introduced.  

2.1 Crack Detection 
The majority of studies that focused on automating 

crack detection used digital images as input data. Thus, 
conventional object detection and segmentation 
algorithms are very important and play a major role in 
image-based crack detection. Initially, researchers have 
focused on detecting crack edges since they are the most 
distinguishable crack features, and various edge 
detection methods, such as Sobel, Prewitt, and Canny 
have been utilized for this purpose [4]-[6]. These 
methods detect crack edges based on prominent gradient 
changes in the image, especially the changes in intensity 
in certain directions along the feature of interest. If the 
gradient changes are not significant, meaning that the 
crack is not clearly distinguishable, the overall crack 
detection performance decreases drastically. Hence, 
several studies focused on extracting crack edges by 
applying various image processing algorithms. 

To extract cracks, i.e., separate them from the 
background details in each image, Otsu [7] proposed a 
segmentation method based on image thresholding 
approach that uses the maximum grayscale intensity 
values in the image. Nguyen et al. [8] proposed the Free-
Form Anisotropy method, which simultaneously 
considers various crack features including intensity 
values, texture, and others to detect cracks more 
accurately. Following these two approaches, several 
research studies applied morphological operations to 
pre/post process images for feature extraction purposes. 
For example, Xu and Turkan [9] presented an approach 
for automated crack detection using images of a bridge 

acquired from an unmanned aircraft system (UAS). They 
applied Otsu’s image gradient segmentation method and 
additional image pre-processing steps including contrast 
adjustment and noise reduction for crack detection and 
reported precision and recall values of 74.6% and 86.2%, 
respectively. 

Although most crack detection methods based on 
image morphological operations have performed well 
and yielded meaningful results, issues such as the 
presence of shadows or stains, features similar to cracks, 
impact the performance of these methods negatively. 

Meanwhile, several studies focused on utilizing deep 
learning-based object detection methods. The major 
CNN-based vision architectures, such as AlexNet [10], 
VGG-Net [11], Inception Network [12], ResNet [13],  
which performed well in detecting and classifying 
various objects, were utilized for image-based crack 
detection in several studies. 

Dorafshan et al. [21] compared the performance of 
conventional edge detectors (Roberts, Prewitt, Sobel, 
Laplacian of Gaussian, Butterworth, and Gaussian) and a 
CNN-based crack detector. They tested AlexNet-based 
crack detector using fully trained, partially re-trained, 
and pre-trained datasets to determine its performance 
under different circumstances. They used images from 
SDNET dataset that include images with various surface 
defects [22]. The CNN-based crack detector performed 
well when a fully trained dataset used, with precision 
value of 99% and recall value of 66%. The precision 
values for partially trained and pre-trained datasets were 
92% and 80% while the recall values were 86% and 84% 
respectively. In the meantime, the conventional edge 
detector based on the Laplacian of Gaussian algorithm 
achieved the precision and recall values of 60%, and 79%, 
respectively, which was the best performance among 
conventional methods. Wang et al. [23] tested the crack 
detection accuracy of six existing CNNs (VGG 16, 
Inception V2, V3, V4, Inception-ResNet-v2, and ResNet 
V1 50), using an original image dataset collected from 
the inspection of a slab element and the highest accuracy 
was obtained when using the Inception-ResNet-v2 
network, with 80.08% of accuracy when utilizing pre-
processed dataset. 

Recent studies that focused on automatic crack 
detection proposed to combine different methods to 
improve the accuracy and reliability of the results. 
Several studies focused on augmenting digital images 
with three-dimensional (3D) data such as point clouds 
acquired using a laser scanner (i.e., lidar) to overcome the 
issues faced when using image-based methods such as 
loss of feature (crack) details due to shadows. Chen et al. 
[2] utilized point cloud data to obtain a depth image, 
which illustrates features in the image based on their 
measured depth. The depth image was then combined 
with the pre-processed image, and by applying Otsu’s 
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crack detection algorithm, the proposed approach 
achieved, on average, 89.0%, 84.8%, and 86.7%, 
precision, recall and F1, respectively. Yan et al. [3] also 
utilized point cloud data to identify cracks, which 
enabled them to exclude background and other non-target 
segments in data processing, which is one of the most 
challenging issues for images obtained in real life cases, 
e.g., images of a bridge. Simultaneously, they processed 
images including the same crack features, obtained from 
the three columns of a bridge, using a VGG16-based 
crack detector. By combining the results obtained from 
point cloud and image-based methods, they achieved 93% 
crack detection accuracy on average, and obtained a 
precision and recall values of 93.9%, and 89.4%, 
respectively. 

2.2 Crack Measurement 
Recent studies on image-based crack measurements 

have focused on implementing a skeletonization 
algorithm to guarantee the accuracy of the measurements 
[3][23][24]. Using binary images, which contain the 
geometry of cracks, the skeletonization algorithm creates 
the centerline of the crack in one-pixel thickness. From 
this centerline, referred to as the crack skeleton, the 
length of a crack can be measured in pixel dimensions by 
counting the number of pixels along centerline. To 
measure crack width, the most accurate method proposed 
in previous studies calculates the continuous width of 
each pixel on the crack skeleton using the orthogonal 
projection algorithm [3][23][24], which is explained next. 
First, the orientation of each crack pixel is computed by 
fitting a line to the target pixel and its neighboring pixels 
on the crack skeleton. Then, an orthogonal line, which is 
perpendicular to the orientation of the crack in the target 
pixel, is projected to obtain two intersecting points 
between the orthogonal line and crack boundaries. In the 
final step, the width of the crack is calculated as the 
distance between these two intersecting points. 

Qiu et al. [24] validated the performance of width 
measurement based on the skeletonization and the 
orthogonal projection algorithms. Using images that 
contained ten different cracks, with widths ranged 
between 18.1mm and 66.3mm (with an average of 36.4 
mm), they calculated 1.4 mm difference, on average, 
between the ground truth values and their results. A study 
from Yan et al. [3], which utilized both CNN-based crack 
detector and point cloud data, presented, and tested their 
crack measurement approach based on skeletonization 
and orthogonal projection algorithms. The test datasets 
they used included cracks with lengths ranged between 
44.5mm to 559.0mm and widths ranged between 1.0mm 
to 5.0mm. They obtained average error rates of ±3% and 
±8% for length and width measurements, respectively. 
Wang et al. [23], who also adopted skeletonization and 
orthogonal projection methods, mainly focused on 

classifying crack images into three classes based on their 
severity levels, i.e., average crack widths. They used an 
image dataset that contains cracks with an average width 
of less than 1.0mm and classified the dataset with the 
average accuracy of 97.41%.  

One of the most essential steps in crack 
measurements is the conversion of measurements into 
real scale. This process converts the measured pixel 
dimensions into units such as mm or inches. For example, 
Wang et al. [23] utilized the width of railhead in the 
image as a reference. Since the actual geometric width of 
the railhead can be identified from its specifications 
document, the conversion factor can be easily calculated. 
This is a straightforward approach for conversion, but the 
images must contain a certain target feature with known 
dimensions in real world units. Also, during data 
collection an appropriate camera angle must be 
maintained. Another scale conversion approach is to 
utilize data from other sources. For example, Yan et al. 
[3] used values of depth and focal length of the lidar data 
to compute the scale factor. Kalfarisi et al. [25] utilized 
dimensions from the 3D mesh model, which was 
reconstructed from 2D images. The 3D mesh model 
provided the dimensions in both pixels and metric units.  

3 Methodology 

3.1 Crack Detection 
In this study, a CNN-based crack segmentation 

algorithm called DeepCrack, which is proposed by Liu et 
al. [14], and a traditional image morphological operation 
based on Otsu’s image segmentation algorithm [7] are 
combined for image-based crack detection. DeepCrack is 
a CNN-based crack segmentation algorithm that uses the 
VGG-16 network, one of the major vision architectures 
in computer vision. In this study, a pre-trained 
DeepCrack algorithm model, which was trained with 
4,800 images and 3,792 images, was used for testing. The 
overall performance of the pre-trained DeepCrack model 
is as follows: the global prediction accuracy is 98.73%, 
while precision, recall and F1 scores are 85.82%, 84.56%, 
and 85.18%, respectively [14]. In the next step, the image 
morphological operation, which is based on Otsu’s image 
segmentation algorithm along with additional pre-
processing (e.g., contrast adjustment, smoothing) and 
post-processing (e.g., area filtering) steps [9] were 
implemented. 

The detailed crack detection procedure followed in 
this study is provided in Figure 1.  
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Figure 1. Crack Detection Procedure 

First, the original image is pre-processed using 
grayscale conversion, brightness adjustment, and 
contrast enhancement techniques, respectively. In the 
next step, two different methods are applied to the pre-
processed images in parallel: 

1. The first method involves using the pre-processed 
image as an input for the pre-trained DeepCrack 
model. Next, the result from the DeepCrack 
algorithm is post-processed using image saturation 
parameters, and binarized to obtain a binary image. 

2. The second method used is a conventional image 
morphological operation process that consists of 
procedures that include smoothing and discarding 
unnecessary details of non-crack features, bottom-
hat transformation to extract dark regions that are 
not cracks, and pre-area filtering that uses a certain 
threshold value to extract detailed features of cracks, 
which may have been excluded from DeepCrack 
segmentation results. 

After the two-track process based on DeepCrack and 
image morphological operations, the preliminary results 
obtained from each step are integrated. Next, the image 
was post-processed using second area filtering and a 
hole-filling operation. Lastly, the crack boundaries are 
extracted using image gradient thresholding technique. 

3.2 Crack Measurement 
In this study, two prominent crack measurement 

methods, the skeletonization and orthogonal projection 
algorithms, are used (Figure 2). The binary image 
obtained at the end of the crack detection process, is 
skeletonized. Since the original crack skeleton contains 
several branches that are not related to the crack length 
or the main orientation, a post-processing method was 
used to filter those branches (i.e., pruning). Next, the 
orthogonal projection algorithm is applied to the crack 
skeleton. The orientation of the crack skeleton is 
computed in each pixel, and the target pixel’s orthogonal 
line is projected. By merging these projected orthogonal 
lines and the binary image of crack boundary from the 
crack detection step, two intersecting points between the 
orthogonal line and crack boundaries are obtained. As 
detailed in section 2, the crack length is measured by 
counting the number of pixels along the crack skeleton, 
and the width of the crack is measured by calculating the 
distance between the orthogonal line and crack 
boundaries. Finally, the crack length and width 
dimensions, which were calculated in numbers of pixels 
are converted into metric dimensions using the 
dimensions of the specimen that is used in this study. 

 
Figure 2. Crack Measurement Procedure 

4 Experiment 
The crack detection and measurement methods 

detailed in section 3 were applied to three images taken 
during a series of shear strength tests conducted at the 
University of Washington Structures laboratory and the 
performance of both methods are evaluated. The test data 
and the experimental procedure are detailed below. 

4.1 Test Data 
The test data used this study are three images obtained 
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from the shear strength tests on ultra-high-performance 
concrete (UHPC) [26]. For each test, an 890 × 890 x 70 
mm UHPC panel was tested under shear loads using the 
UW Panel Element Tester. The experimental setup was 
such that a major crack would form at a pre-selected 
location. The crack obtained at the end of this test was 
used as the target crack to be detected and measured in 
this study (Figure 3, Top).    

The original test images were manually cropped and 
trimmed to extract regions of interests, which contain the 
target crack (Figure 3, Bottom). The size of the manually 
cropped test images that contains the regions of interests 
are 1808 × 1748, 1350 × 1394, and 2044 × 2011 pixels, 
respectively (left to right, i.e., images 1-3). 

 
Figure 3. Original Image (Top) and Manually 
Cropped Test Image (Bottom) 

4.2 Experiment Procedure 
The images obtained from the laboratory experiments 

in a controlled environment are processed using the crack 
detection and measurement methods detailed in section 3. 
First, the performance of the crack detection method is 
evaluated based on feature segmentation accuracy that is 
determined using both the continuity of the feature, and 
the sensitivity such as preserving the details of the crack. 
Next, the measured values of length and width are 
compared with the manually annotated ground truths. 
More specifically, the length measurements obtained 
automatically following the procedure described in 
section 3.1 are directly compared to the manually 
annotated length from the image. For crack width 
comparison, five checkpoints along the crack are selected 
in each image, and the automatically measured widths in 
the checkpoints are compared with manually annotated 
widths. This experiment is designed to fine-tune the 
methodology described in section 3. Once the fine-tuning 
is achieved, the overall goal of this study is to apply this 
methodology to real case scenarios, e.g., images 
collected from bridges.  

5 Results 

5.1 Crack Detection 
The crack detection results based on the methodology 

proposed in this study are presented in Figures 4 and 5. 
As can be seen, the cracks in all three images were 
detected, and their boundaries were extracted 
successfully. One issue that needs to be discussed here is 
that there is a loss in details where the crack branches are 
very thin (Figure 6). These narrow cracks are negligible 
when assessing reinforced concrete bridges for severe 
conditions according to North America standards [27], 
since this type of damage does not affect the integrity of 
the structure. Note that the average width of the cracks 
that were lost at the end of the detection process using the 
proposed methodology is 0.76 mm, which is manually 
measured at thirty random points and averaged. 

 
Figure 4. Test Images (Top) and the Crack 
Detection Results (Bottom) 

 
Figure 5. Detailed Detection Results obtained for 
Image 1 
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Figure 6. Detail Losses from Crack Detection 

5.2 Crack Measurement 
First, a real-scale conversion factor is calculated to 

convert pixel-dimensions into metric dimensions (in 
millimeter). The widths of the concrete panel in each 
image were manually measured directly, and the 
measured values of images 1, 2, and 3 are 1,770.6, 1375.4, 
and 1939.2 pixels respectively, which equaled to 890 mm. 
Using these values, the conversion factors for three 
images were calculated as 0.5027, 0.6471, and 0.4590 
mm/pixel, respectively. 

Second, the performance of skeletonization and 
branch filtering algorithms is evaluated. After branch 
filtering based on the threshold to obtain the proper crack 
skeleton in a 1-pixel thickness, the losses of pixels on 
either end of each of the cracks are observed (see Figure 
7). The total losses in length along the main crack due to 
the branch filtering were 28.51, 34.78, and 30.29 mm in 
images 1 through 3, respectively. 

 
Figure 7. Skeletonization Result and Pixel Loss 
due to Branch Filtering 

Third, the length measurement results are evaluated 
(Table 1). The measured length along the main crack 
skeleton in image 1 is 1019.48 mm, which contains 2028 

pixels. The main crack skeleton in image 2 is measured 
as 798.52 mm, or 1234 pixels, and 772.42 mm, or 1683 
pixels for image 3. The actual crack length (ground truth) 
was calculated by dividing each crack into ten segments 
since the crack is not straight, and then manually 
measuring each segment and adding them up. At the end 
of this process, it was determined that the total crack 
length (ground truth) of each crack in three images are 
1071.94, 914.07, and 823.15 mm for images 1 through 3: 
corresponding to 95.11%, 87.36%, and 93.84% accuracy 
in length measurement respectively.  

Table 1. Length Measurement Results 

Image Proposed 
method 
(mm) 

Ground 
Truth (mm) 

Accuracy 
(%) 

1 1019.48 1071.94 95.11 
2 798.52 914.07 87.36 
3 772.42 823.15 93.84 

Average 92.10 

 
Lastly, the crack width measurement result is 

evaluated by measuring the width from five random 
checkpoints along each crack in the three images. Using 
the coordinates of the checkpoints, the width was 
measured using the method detailed in section 3.2. The 
actual crack widths (ground truths) at each checkpoint are 
manually measured directly from the original image. The 
automatic width measurement results (based on 
orthogonal projection) as well as the ground truth values 
for all check points are provided in Table 2. As can be 
seen, the average width measurement accuracy for each 
image is 90.54%, 90.78%, and 89.01%, respectively.  

 
Figure 8. Representation of Width Measurement 
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Table 2. Width Measurement Results 

Checkpoint Automated 
Measurement 

(mm) 

Ground 
Truth 
(mm) 

Accuracy 
(%) 

1.1 13.51 15.29 88.36 
1.2 3.83 4.32 88.86 
1.3 15.78 16.41 96.16 
1.4 12.42 14.00 88.71 
1.5 13.05 14.40 90.63 

Average - 1 90.54 
2.1 29.77 27.00 89.75 
2.2 11.65 13.28 87.73 
2.3 10.11 11.45 88.30 
2.4 9.15 9.71 94.23 
2.5 53.55 50.47 93.88 

Average - 2 90.78 
3.1 14.69 15.42 95.27 
3.2 12.75 12.22 95.65 
3.3 22.03 17.66 75.27 
3.4 30.78 37.73 81.58 
3.5 25.04 25.74 97.28 

Average - 3 89.01 
Total Average (1, 2, 3) 90.11 

6 Conclusions 
Visual inspections to identify and assess surface 

defects are important to ensure structural safety. In 
particular, dimensions of surface cracks are used to 
determine concrete structures’ condition in terms of their 
stability and durability. However, the assessment of 
concrete cracks still relies on manual identification and 
assessment. Therefore, recent research has focused on 
leveraging computer vision and machine learning 
techniques to automate this process.  

This study presented a methodology that combined 
CNN-based algorithms and the traditional image 
morphological operation for crack detection, and 
implemented a crack measurement approach based on 
skeletonization and orthogonal projection algorithms. 
This approach was tested on using data from three images 
obtained from the shear strength test on UHPC, which 
was conducted in a controlled laboratory environment. 
This was done to evaluate the proposed approach and fine 
tune it for future applications, including data collected 
from real-life structures, e.g., bridges, building, etc. 

The results showed that the proposed crack detection 
method detected the crack and its boundary accurately. 
However, some of the crack details, with an average 
width of 0.76 mm, were lost. This was considered to be 
insignificant since those details do not have a major 
impact on the structural integrity compared to the larger 
cracks. Next, the results from skeletonization and branch 
filtering algorithms were tested. Both algorithms could 

extract the crack skeleton with a thickness of 1-pixel, 
which is essential for the following measurement 
procedures. Lastly, the accuracy of the proposed crack 
measurement method was evaluated with manually 
measured ground truth values from the original images. 
The proposed crack measurement method was found to 
be promising as it measured the crack length with 92.10% 
accuracy and the crack width with 90.11% accuracy.  

To summarize the results, the proposed methodology 
for crack detection and measurement performs well and 
is capable of achieving the level of accuracy reported in 
previous studies. However, since the ground truths used 
in this study was obtained through manual annotations in 
the digital image, it is recommended that more precise 
evaluation based on real crack dimensions (measured 
physically using a tape) should be performed in future 
studies. 

The study presented in this paper represents an 
important step in an overall research framework that aims 
to utilize unmanned aircraft system (UAS) images to 
automatically identify and measure surface defects of 
large structures such as bridges and map that information 
to Building Information Models (BIM), so that inspection 
reports are integrated with structural drawings and 
models in a single database. Accordingly, after fine-
tuning the crack detection and measurement methods 
proposed in this paper, they will be evaluated on a set of 
images acquired from a bridge using an UAS and the 
results will be mapped to the corresponding BIM.   
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Abstract –  

With growing demand for large scale exterior 
envelope prefabrication solutions beyond precast 
concrete, Engineer-to-Order (ETO) prefabrication 
firms must develop reliable methodologies to manage 
finish goods inventory of large components. The 
imbalance between fabrication time and installation 
requires ETOs to forecast likely consumption of 
transportation resources at the proposal stage with 
only a conceptual understanding of the final project. 
Since 2019 US domestic trucking costs have increased 
due to demand. Therefore, ETOs need a reliable 
forecasting trailer usage model for estimating 
transportation costs at the proposal phase and 
mitigate the risks of an arbitrary approach. The 
proposed model was developed and evaluated by 
using a supervised machine learning algorithm on a 
large data set collected from completed exterior 
prefabricated panel projects in the US. The model 
was then tested and compared to estimations 
completed by a professional prefabrication estimator. 
The model can assist ETOs with projecting the 
quantity of trailers likely necessary for a 
prefabricated panel project with less variance at the 
proposal phase with limited information. The 
increased accuracy can reduce the financial exposure 
of the ETOs. 

 
Keywords – 

Prefabrication; Offsite Construction; Exterior 
Wall Panels; Logistics; Estimating; Supply Chain 

1 Introduction 
Industrialized Construction (IC) and Modern 

Methods of Construction (MMC) are evolving 
applications of manufacturing methodology and lean 
practices to improve the productivity and final project 
outcomes in the construction industry. This is achieved 
through the decoupling of sub-assembly operations from 

the traditional construction site and fabricating these 
building components at facilities located off-site [1]. An 
accepted overarching term utilized throughout the 
construction industry is prefabrication. Adoption of 
prefabrication and offsite construction continues to 
increase to address challenges with schedules, quality, 
sustainability and manpower [2]–[4]. To meet this 
demand, most prefabrication companies deliver their 
products in an Engineer-to-Order (ETO) model [5], [6].  

Prefabrication, as a concept, is not a new idea. The 
United States government utilized prefabrication 
techniques and planning during the Manhattan Project to 
rapidly construct communities that now are part of Oak 
Ridge National Labs [7]. There was a period in the 20th 
Century where companies like Sears and Roebuck sold 
“kitted” residential homes that were a form of 
prefabrication.   However, the complexity of systems and 
components of buildings that are now being utilized are 
much more intricate for onsite prefabrication and offsite 
prefabrication. Onsite prefabrication can include 
constructing subassemblies while on the jobsite prior to 
the permanent installation. Offsite prefabrication is 
completed in a production facility focused on a specific 
building element, and requires consideration of new 
challenges in transportation, supply chain and logistics. 
Therefore, ETO’s must examine other products and 
solutions that have evolved to address these challenges in 
the supply chain. 

This study specifically focuses on examining 
prefabricated exterior systems, such as the panel systems 
fabricated by the ETO companies, that are multi-layered 
high-energy performance cladding systems that layer 
various building materials to create the panels [1]. For 
decades, precast concrete has been available to building 
owners as an exterior cladding option for their facilities. 
Unitized glazing systems have offered building owners 
an exterior system that can be preassembled on or offsite 
and installed as large units on the façade, improving 
overall productivity.  

144

mailto:arener@centerlineprefab.com
mailto:akaratas@uic.edu
mailto:mcole@ltu.edu


39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

Whether its precast, unitized glazing, or prefabricated 
exterior panels, these units are large and take up 
substantial space while being staged at either an offsite 
facility or onsite [8] . Depending on the jobsite or the 
prefabrication facility location, staging areas are often 
limited. Some jobsites may constrain the subcontracting 
companies to follow a Just-In-Time (JIT) delivery 
approach because there are insufficient staging areas 
within the confines of the site [9].  

ETO companies develop project specific solutions 
to meet the needs of a given project. Often, this work is 
procured at the schematic or design development stage of 
the design process. As such, granular details about the 
panel products necessary to complete the project are not 
yet designed. However, ETO’s regularly must provide a 
fixed price or Guaranteed Maximum Price to their clients 
that have to be cost competitive to warrant the inclusion 
of their products in the project. This requires 
preconstruction and estimating teams of the ETO to 
utilize their experiential knowledge to develop their 
proposal. At the point of proposal submission, the ETO 
generally has information regarding the orientation of the 
panels, the square footage of the project, a preliminary 
panel count, framing style and, aesthetic finishes. The 
experiential knowledge of the estimators is subjective 
and limited to their personal experience or the 
institutional knowledge of their organization. One area 
that shows large fluctuations in accuracy in the estimate 
is the estimation of the number of trailers necessary to 
transport the finished panels from the manufacturing 
facility to the jobsite. Since the onset of the COVID 
pandemic, over-the-road trucking costs have increased 
four to five-fold compared to 2019 for subcontracted 
over-the-road hauling services in the United States. This 
has magnified the financial impact of errors in the 
forecasting of trailers at the proposal stage. In the event 
the estimator errors too low, the costs quickly compound 
and erode profitability for the ETO. Conversely, overly 
conservative estimating of trailers may cause the ETO’s 
proposal to be viewed as too expensive. To address this 
challenge, ETO companies must assess multiple 
strategies for addressing management of their finished 
goods inventories to align both installer and customer 
demands.   

This study presents an automated forecasting model 
that ETO fabricators can utilize at the estimate stage of a 
project to forecast the quantity of over-the-road trailers 
necessary to transport a prefabricated panel project from 
its place of fabrication to the jobsite for final installation 
on the building.  By drawing on a large data set compiled 
from completed projects of twelve ETOs the model can 
forecast likely trailer counts with less variance than a 
professional estimator. ETOs are generally limited to 
their own experiential knowledge from their data set of 
projects.  

The paper is organized to present the objective, 
followed by a literature review, then an overview of the 
model creation including data collection and validation. 
Conclusions drawn from the study, limitations of the 
current model and future research complete the paper. 

 
1.1    Objective 

The objective of this study is to develop an 
innovative automated model that is capable of 
forecasting trailer usage for prefabricated exterior wall 
panels with greater accuracy than current methods. The 
model utilizes supervised machine learning algorithms 
on a large data set collected from completed projects 
from multiple companies in the US. The model can be 
used by ETO fabricators at the estimate stage of a project 
to forecast trailers necessary to transport a project from 
its origin place of fabrication to the final destination (i.e., 
jobsite). The development of the tool can reduce the 
potential for financial risk associated with poorly 
predicting the number of trailers necessary for a project.  
 
2      Literature Review  

Studies have identified multiple factors that 
contribute to the complexity of the supply chain 
challenges in the construction industry [10]. The research 
determined there were four overarching categories that 
the challenges could be organized within. Those are: 
material flow, company communication, project 
communication, and complexity. The challenges 
identified by their respondents are wide ranging and 
require substantial management and planning effort to 
overcome successfully.  

Communication between the project site and ETO 
companies can be challenging relative to demand needs. 
This creates a disruption in the production process. 
Panova and Hilletofth [11] used dynamic modelling  to 
attempt to manage construction supply chain risks caused 
by delays. Their research recommends that suppliers 
implement safety stocks as a method of minimizing 
disruptions. Utilizing buffer space for safety stock also 
minimized disruption of the production sequence and 
onsite activities, ultimately reducing the bullwhip effect 
[12], [13]. While the managerial approach of creating 
safety stock to address the fluctuating demand prevents 
the potential site disruption caused by delayed deliveries 
may appear to address the problem, it creates a secondary 
problem of storage for large construction components 
and assemblies at the factory or intermediate staging site. 

The importance of thorough planning in 
construction supply chain is a critical step increasing the 
likelihood of a successful project  and it becomes even 
more critical when utilizing ETO prefabricated 
components [6], [10].  There is positive impact on the 
project costs and nonvalue add process of Zero Inventory 
compared to the benefits to the project utilizing a Smart 
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Manufacturing Zero-Warehousing approach that relies 
on communication and feedback between the ETO 
companies and construction site [8]. The importance of 
communication between the onsite installation and the 
ETO company is critical to the successful outcome of the 
project. Inter-organizational coordination, cooperation 
and learning to form an overall project team focused on 
executing a successful project versus multiple 
independent teams can be achieved [14]. 

Demand variability on construction sites for 
construction materials, such as precast products, can be 
an impediment to success due the demand of on-time 
delivery to keep the project on schedule [15]. The 
importance of thorough planning in construction supply 
chain is a critical step to increase the likelihood of a 
successful project  and it becomes even more critical 
when supply is constricted [10].  A research study was 
conducted to attempt to optimize transportation costs and 
the quantity of trucks [16]. Although this research has 
some fundamental application, it considered weight and 
volume of prefabricated components as part of the 
characteristics of the products. However, there were no 
multi-dimensional attributes considered. It did not 
consider specific important transportation aspects 
inherent in building façade panels, such as precast, and 
the likelihood for oversized loads. This research also did 
not account for large variability in sizes that may result 
from custom nontypical building products. 

On time deliveries of products to the jobsite are 
critical to maintain a project’s flow. One approach to 
mitigate late deliveries caused by manufacturing 
challenges can be addressed through the managed 
incorporation of a buffer or safety stock. Implementation 
of a safety stock either at a permanent or temporary 
location can help to minimize disruptions [11]. Further 
research through surveys have examined preferences for 
buffer stock levels to mitigate disruptions [9]. Therefore, 
it is important to consider the costs associated with large 
buffer stocks which can become costly if there is not a 
contractual vehicle for billing for that material in a timely 
manner. 

For full realization of the schedule benefits of 
prefabrication, the prefabricated components must arrive 
at the project site when the schedule demands. Late or 
early deliveries of prefabricated assemblies can cause 
disruption to the project site and can result in double 
handling [12]. The expectation of the prime contractor is 
the entity responsible for transportation plans for storage 
space to deal with slow site installation or bad weather.  

Through a survey conducted of ETO exterior 
panel fabricators it was found that all the respondents 
store their finished goods inventory of panels on trailers 
prior to shipment to the jobsite [17]. Nearly 50% of the 
respondents reported slowing or halting production due 
to issues with storing finished good inventory. To 

address these aforementioned research gaps, this study 
focuses on the utilization of completed projects to 
develop a model capable of forecasting trailer resources 
for projects at the proposal stage.  

3   Model Development 
The automated forecasting model was developed in 

two steps. Data were collected on randomly selected 
prefabricated panel projects. In order to be included in 
the data set, the projects had to be completed so that 
characteristics of the project were actual and not 
estimated or theoretical. Data were analyzed, and 
validated using a supervised machine learning algorithm 
to assess the practical functionality of the model in 
forecasting trailer resources.  

3.1    Project Data Collection 
Data were collected from ETO prefabricators 

specializing in exterior wall panels for 107 completed 
projects that included characteristics of the panels along 
with the number of trailers utilized to transport the 
finished goods to the jobsites. This task needed an 
exhausting effort and meticulous organization to reach 
out to all ETO prefabricators in the US and create a 
dataset on the completed projects.  

The project specific data spanned over a four-year 
period and were collected from multiple companies 
servicing different regions of US. It is noteworthy to 
mention that this research did not focus on transportation 
distance because it does not affect actual trailer trips to 
and from the factory and jobsite. 

Data set created for utilization in this study included 
both macro and specific characteristics of the exterior 
panels fabricated for the project. Macro level 
characteristics included total square footage of panels 
and number of panels built for the project. Additionally, 
the respondents were followed up to gather more detailed 
information relative to the panels’ structural 
configuration as part of the building skin as either a By-
Pass, Infill or Load-Bearing configuration.  Specific 
information on the panels fabricated for a project 
included panel finishes. The following variables were 
included: 
• Cornice/Parapet Element 
• Frame only 
• Back-up 
• EIFS 
• Metal 
• Thin Brick (with cast bed) 
• Thin Brick (over foam) 
• Fiber Cement Siding 
• Aluminum Composite Panel (ACM) 
• Acrylic Panel 

146



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

• Other 

The cornice/parapet element refers to a thickened 
architectural detail at the top of the panel. This has 
potential significance because it would create differing 
panel thickness that must be accounted for in the loading 
of panels. Frame only panels are comprised of only cold-
formed metal studs and no other materials. This would 
make them, potentially, the thinnest cross-section of any 
of the panel types. Back-up panels are comprised of 
studs, sheathing, and an applied air/vapor barrier. 
Exterior Insulated Finishing System (EIFS) panels have 
foam and an applied finish beyond that of a back-up 
panel. Metal panel finishes could include insulated metal 
panel, corrugated metal siding or machine bent formed 
panel assemblies. Thin brick over cast bed is a 
multilayered approach applied to the back-up panel that 
includes a slip sheet, lath/mesh and a cementitious cast 
bed applied to the panel prior the installation of 
commercially available thin brick materials. In contrast 
to the thin brick over cast bed, the thin brick over foam 
allows for the adhesion of thin brick materials to the 
cementitious base coat applied to foam that is adhered to 
the back-up panel. Fiber cement siding, along with 
attendant insulation, is applied to the back-up panel 
assembly per the manufacturer’s instructions. This is 
often constructed in a rain-screen configuration. The 
aluminum composite panel is often fabricated out of 
sheets and machined into desired geometries prior to 
being installed on the back up panel with the attendant 
carrier system. The “Other” finish allowed for the 
respondents to provide data on projects that did not have 
any of the finishes provided as options. Respondents also 
provided the actual number of trailers that were utilized 
to transport the finished panels from their fabrication 
facility to the project site. 

3.2  Data Analysis and Validation 
Dataset were analyzed using a supervised machine 

learning algorithm involving multiple data variables for 
analysis. The data was analyzed in Minitab V20.4 
utilizing multivariate regression of the panel 
characteristics (predictors) regressed on the number of 
trailers (response) The results were evaluated along with 
the residuals to determine the reliability of the  
selectedmachine learning algorithm. To assist with 
evaluation and description of the resulting equation, the 
number of trailers was transformed to the log natural and 
the multivariate regression was then performed again 
[20].  

To estimate the validity of the automated forecasting 
model, derived from the set of 107 completed projects, 
data from actual projects  not in the data set were input 
into the equation and the forecasted trailer resources were 
then compared to the actual number of trailers utilized for 

that project. Furthmore, the developed model was also 
tested on a professional estimator. The estimator  had no 
prior knowledge of the actual projects and was engaged 
to forecast the number of trailers necessary on the four 
sample projects utilizing their experiential knowledge. 
The variances from actual were then evaluated for 
practicality of the developed model.  

4    Results and Discussion 

4.1    Numerical Results 
4.1.1 Data Collection 

Data from 107 randomly selected completed projects 
was gathered and analyzed as part of this study. Table 1 
summarizes the total data set by the 14 predictor 
variables (x) and the outcome variable (y).  

It is noteworthy to mention that there were no 
respondents that provided data for acrylic panel finishes 
so that predictor was not considered in the evaluation as 
it would add no value. The square footage and number of 
panels predictors are continuous variables; the remaining 
predictors are binary categorical variables.  

Table 1. Summarized Data Set of Panel Projects 

Variable Total % of 
Total 

Square Footage (x1) 5,020,976 100 
Number of Panels (x2) 43,722 100 

Bypass (x3) 71 66 
Infill (x4) 12 11 

Load-Bearing (x5) 26 24 
Cornice/Parapet (x6) 9 8 

Frame Only (x7) 26 24 
Back-up (x8) 22 21 

EIFS (x9) 44 41 
Metal (x9) 4 4 

Thin Brick (cast bed) 
(x10) 

3 3 

Thin Brick (over foam) 
(x11) 

3 3 

Fiber Cement Siding (x12) 2 2 
Aluminum Composite 

(x13) 
1 1 

Other (x14) 6 6 
Number of Trailers 

(y) 
2,559 100 

4.1.2 Data Analysis 

To analyze the collected data, the forecating model 
was developed by using a upservised machine learning 
algotirhm. The panel characteristics (predictors 
presented in Table 1) were regressed on the number of 
trailers (outcome). Equation 1 presents results from the 
analysis, that represents the unstandardized regression 
coefficients (R2 = 79%): 
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𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  −6.23 + 0.000411𝑥𝑥1 − 0.01204𝑥𝑥2 +
17.2𝑥𝑥3 + 18.11𝑥𝑥4 + 11.58𝑥𝑥5 + 0.4𝑥𝑥6 − 10.06𝑥𝑥7 −
5.45𝑥𝑥8 − 0.69𝑥𝑥9 + 25.73𝑥𝑥10 − 1.09𝑥𝑥11 − 2𝑥𝑥12 +

44.95𝑥𝑥13 − 1.08𝑥𝑥14                             (1) 
 

Examination of residuals suggests a few data points 
are outliers. Figure 1 presents the Normal Probability 
Plot of the residuals and Figure 2 shows the Versus Order 
Plot of Observation Order and Residuals.  
 

 
Figure 1. Normal probability plot of residuals 
versus percentage 

 
Figure 2. Versus order plot of observation order 
versus residuals  

To help interpret the unstandardized regression 
coefficients from Equation 1 in terms of the estimated 
percent change in the number of trailers as a function of 
a one unit change of the predictors, trailers was 
transformed to its natural log (LN transformation) and the 
regression equation was recalculated. As an example, for 
every 1,000 square feet of panel (x1) there is an estimated 
1.3% increase in the number of trailers needed (see 
Equation 2): 

 
𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 1.158 + 0.000013𝑥𝑥1 − 0.000118𝑥𝑥2 +

1.191𝑥𝑥3 + 0.835𝑥𝑥4 + 0.695𝑥𝑥5 + 0.066𝑥𝑥6 −
0.688𝑥𝑥7 − 0.233𝑥𝑥8 + 0.019𝑥𝑥9 + 0.775𝑥𝑥10 +

0.066𝑥𝑥11 + 0.104𝑥𝑥12 + 1.358𝑥𝑥13𝑥𝑥 − 0.133𝑥𝑥14      (2) 
 

To evaluate the functionality and accuracy of the 
applied machine learning algorithm, four randomly 

selected projects were evaluated that were not part of the 
original data set. The characteristics for the model were 
gathered for each of the projects. Utilizing Equation 1, 
predictions were made relative to the number of trailers 
and then compared to the actual number of trailers 
utilized. The predictors for the four sample projects are 
presented in Table 2. The square footage and panel count 
are presented as integer numbers. The balance of the 
predictors is presented as binary number because they 
either are part of the panels of the selected project or are 
not.  

Utilizing Equation 1, project predictors were 
regressed on the number of trailers. The results of the 
application of the model equation are presented in Table 
3 along with the actual number of trailers utilized in the 
sample projects.  

As a practical matter, there are no partial trailers so 
the resultant prediction can either be rounded up for 
conservative purposes or the practitioner can choose to 
round down the predicted number and manage their 
efforts to meet that goal. Results across the four projects 
found the regression model produced reasonable results 
for three of the four sample projects. In the case of project 
2, the results exceeded the actuals by approximately one-
third. 

Table 2. Sample Projects with Attendant Predictors 
Predictor #1 #2 #3 #4 

Square Footage 10,942 11,507 40,658 92,500 
Number of Panels 70 33 109 287 
Bypass 1 1 1 1 
Infill 0 0 0 0 
Load-Bearing 0 0 0 0 
Cornice/Parapet 0 0 1 1 
Frame Only 0 0 0 0 
Back-up 1 1 1 0 
EIFS 0 0 1 0 
Metal 0 0 0 1 
T Brk (cast bed) 0 0 0 0 
T Bck (ovr foam) 0 0 0 0 
Fiber Cmt Siding 0 0 0 0 
ACM 0 0 0 0 
Other 0 1 0 0 

To assess the practicality of the model an estimator in 
the prefabrication space was interviewed. The estimator 
stated that the challenge of trucking costs of finished 
panels has caused financial challenges on some projects 
due to the cost impact related to the estimated trailer 
quantities and the actuals necessary to complete the 
project. The estimator has started to utilize a rate of 
$2,000USD per trailer load compared to $500USD per 
trailer load 3 years ago. The estimator was then asked to 
evaluate the 4 sample projects to predict the trailer usage 
necessary for those projects and was provided the same 
project characteristics as presented in Table 2. The results 
of the estimator’s forecast along with potential cost 
impacts, utilizing $2,000USD per trailer load cost, are 
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presented in Table 3. Negative cost variance values 
represent a loss or expense to the ETO and positive 
variances are savings compared to estimate. 

The forecasts for both the model and the estimator 
compared to actual resulted in a likely loss on 
transportation costs for the ETO. However, the utilization 
of the model with the same data set as provided the 
estimator improved the accuracy of the estimate by 
nearly 400% in terms of dollars saved. The estimated 
value for each trailer load can vary by location, region, 
and available resources. Total haul distance (milage) can 
also have an impact on per load cost. However, the 
magnitude of the variance is significant enough to be a 
potentially desirable solution for ETO’s as a risk 
mitigation tool for cost overruns relative to trailer usage 
on project compared to arbitrary means. 
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5   Conclusion 

Statistical analysis of 107 completed prefabricated 
panel projects was conducted to evaluate whether 
specific characteristics of the project can be utilized to 
forecast the number of trailers necessary to transport the 
finished panels to the jobsite. A predetermined but broad 
set of predictors were analyzed using a supervised 
machine learning algorithm to estimate the number of 
trailers. The resulting equation can be utilized to forecast 
the number of trailers required to ship panels from the 
ETO’s facility to the project site. Project specific 
information of four additional projects not included in the 
original data set were utilized to validate the model by 
comparing actual number of trailers to the estimated 
quantities of trailers determined by a professional 
estimator in the prefabrication industry. The comparison 
shows that the model can provide forecasts of necessary 
trailers with less variance to actual compared to an 
experienced estimator. ETO’s are incentivized to utilize 
a data driven approach to forecasting compared to 
historical arbitrary approaches due to the high costs of 
transporting the finished panels and the potential for 
adverse financial outcomes.  

Dimensional data of the panels utilized in the data set 
was not solicited due to the custom nature of the solutions 
provided by ETOs and the variability in modern 
architectural aesthetics coupled with structural systems 
of buildings to meet specific project requirements. Panel 
dimensions and packing methodologies of each ETO can 
vary resulting in more or less panels being loaded onto a 
given trailer for transport. By way of example some 
ETOs may prefer nominal 4” dimensional lumber 
compared to others that may use 2” high density foam for 
dunnage. Variation in different states over-the-road load 
restrictions may also affect the number of trailers 
necessary to complete a project. 

No consideration was given to the availability of 
trailers for an ETO as a potential constraint. It is 
presumed that acquisition of the necessary quantity of 
trailers is possible.  

5.1 Limitations 
Results of this study may be limited by size and 

validity of the sample of 107 projects submitted by 
ETO’s for the purposes of this study. For example, 
residuals plots suggest some data points were outliers, 
and some predictors only occurred a few times (e.g., 
metal, thin brick, fiber cement siding, aluminum 
composite). Additionally, the regression analysis did not 
account for projects that have multiple finish 
characteristics such as EIFS, Metal or Fiber Cement to 
achieve the architectural aesthetic. Users should separate 
dissimilar finishes and utilize the supervised machine 
learning algorithm as if there was a separate project, with 
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correlating square footage, for each variation in finish 
type. 

5.2 Future Research 
Ongoing collection of completed project data from 

the original study participants will be utilized to further 
refine and optimize the forecasting model as a user-
friendly tool to help practitioners in the panel 
prefabrication space use data-driven forecasting of trailer 
resources. Future research will also create a simple user 
interface to allow the practitioner to quickly input the 
know predictors and receive a response from the model.  
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Abstract –
Generating digital 3D buildings models from

scratch is time consuming and labor intensive. In
this paper, we present an automated detection
process leveraging computer vision and the
information available in 2D drawings to reduce 3D
modeling time. The recognition system is limited to
walls and has two parts: (1) Image classification on
walls by ResNet-50 model, (2) Object Detection on
walls by YOLOv3 model. The system accepts new 2D
drawings and outputs parameters of recognized
walls. The parameters are input into Dynamo for 3D
model reconstruction. We anticipate these types of
systems, which rely on 2D drawings as recognition
priors, will be pivotal to the industry’s transition
from 2D to 3D information modalities.

Keywords –
Deep Learning; Image Classification; Object

Detection; 2D Drawings; 3D Building Models

1 Introduction
Building Information Modeling (BIM) plays an

important role during the entire life cycle of a building.
First, Cloud hosted BIMs enhance communication by
ensuring all views into the model are synchronized.
Secondly, achieving better visualization allows clients
to have a good understanding at each stage reducing the
possibility of design changes in the future. Thirdly,
performing clash detection tasks on BIM models can be
cost effective and improve safety. Lastly, environmental
analysis and simulation on BIM models accomplish
sustainable and AI-based architectural design [1].

For projects during preconstruction phase, it is quite
beneficial if 3D modeling process is efficient since it
helps push construction start date forward by enhancing
the collaboration among entities early on. Other projects
are 3D reconstruction for as-built buildings which can
assist in reconstructing historical buildings and better
visualization through digital representation. In detail,
doing structural analysis on 3D models of historical

buildings can reach better maintenance. Moreover,
taking this paper application as an example,
constructing campus 3D representation can let online
students have experience of looking around campus
through virtual tours and even have interaction, such as
reading posters on bulletin boards. To speed up the 3D
modeling process with high accuracy, computer vision
is a promising approach.

Computer vision is a prevailing implementation of
artificial intelligence. It can achieve pattern recognition,
object detection, image classification, and instance
segmentation tasks on images, such as 2D drawings.
This paper is experimenting with computer vision
techniques in the automatic 3D model generation
process to solve time-consuming manual modeling
conditions. The scale and distribution of the dataset,
quality of labeling and model choosing would all affect
the model performance.

In our study, we proposed an object detection model
to localize the vertical and horizontal walls on 2D
drawings by computer vision technique. Some
researchers were using semantic segmentation models
to achieve this process [2, 3, 4, 8, 10], however, to make
the process more efficient, we chose an object detection
model which can reduce much labeling time and still
achieve good performance. After we expand this work
to multi-classes detection on 2D drawings, the
performance metrics would include a confusion matrix
and mean Average Precision (mAP).

2 Related Work
We focus on reviewing related work on how deep

learning assists the process of 3D model reconstruction
from 2D drawings, the benefits and applications of later
usage.

2.1 Deep Learning Approach on 2D Drawings
There are lots of researchers doing recognition and

segmentation of components on 2D drawings by deep
learning approaches. Xiao et al. [2] cropped the original
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2D drawings into smaller image dimensions for feeding
into a neural network model. They manually did
pixel-labeling on 300 2D drawings and implemented a
transfer learning from ResNet-152. This model is
pretrained on the ImageNet dataset and then executed
recognition and localization on five architectural
components: wall, window, door, column, stairs. Liu et
al. [3] transformed rasterized images to vector-graphics
representation since vector images can make further 3D
reconstruction models having better visualization, being
easier to manipulate and do computational analysis.
They first did deep representation learning through
Convolutional Neural Network (CNN) to convert a
raster image to a set of junctions and pixel-wise
semantics and then assembled junctions to lines and
boxes by setting constraints through integer
programming with a straightforward post-processing to
achieve vectorization. Dodge et al. [4] utilized Fully
convolutional networks (FCN) to do wall segmentation
after trying different pixel strides. They conducted
Faster R-CNN and Optical Character Recognition
(OCR) to estimate room sizes. Mishra et al. [5] did
furniture and architectural components detection on
floorplans by Cascade Mask R-CNN network with CNN
and Deformable Convolutional Networks (DCN)
separately.

The recognition and segmentation tasks are not
limited to architectural floor plans and can be more
generalized to different types of buildings. Zhao et al.
[6] detected structural components and grid reference by
YOLO model. The structural elements include columns,
horizontal beams, vertical beams and sloped beams.
Kalervo et al. [7] presents a large-scale floor plan
dataset, CubiCasa5K, which is carefully annotated by
applying the Quality Assessment process and including
5000 samples with over 80 object classes.

In this paper, we adopt ResNet-50 and YOLOv3 in
our methodology for wall recognition and segmentation
tasks since both algorithms have their prevalence in
pretrained models and can be easily deployed by
industries’ practitioners. Moreover, implementing the
ResNet-50 model for classification tasks can be trained
easily without increasing the training error with a large
number of layers and this algorithm could help vanish
gradient problems during the backpropagation process
[8]. The YOLOv3 model for object detection has high
speed and comprehends generalized object
representation [9].

2.2 3D Model Generation and Application
Kalervo et al. [7] mentioned that the application of

3D models includes 3D real estate virtual tours and
AR/VR technology. Jang et al. [8] created CityGML
(City Geography Markup Language) and IndoorGML

(Indoor Geography Markup Language) 3D data models
by extracting indoor spatial information from floorplan
images. These 3D models support a structure for 3D
geospatial data integration, storage and exchange.
Kippers et al. [9] claimed that 3D models can support
better decision making, data analysis and scenario
simulation. They integrated CityJSON and floor plan
images to reconstruct the 3D model. Some researchers
indicated that CityJSON is easier to use than CityGML.

Seo et al. [10] stated the application of the 3D model
reconstruction process at each stage. Architectural
component recognition can contribute to evacuation
paths generation and evacuation distances calculation.
Analysis of building energy ratings with window area
ratios could be executed by automatically calculating
the window and wall areas. Moreover, Using Generative
Adversarial Networks (GAN) can generate much more
virtual drawing images to integrate into AI-based
architectural design in the future.

For indoor furniture fitting, Dodge et al. [4]
performed Optical Character Recognition (OCR) to
extract text information from 2D drawings which can
measure each room size and compute the pixel density
for fitting interior components.

3 Methodology
This section presents data generation process,

training, inference pipelines and 3D model
reconstruction process in Revit.

3.1 Data Creation
In this study, Arizona State University Tempe

campus 2D Drawings were assembled by the University
Facilities Management department. We utilized 29
sheets of size 3400 x 2200 pixels as our original dataset.

We then used the LabelMe annotation tool [11] to
manually label walls’ location. We drew a rectangle as a
bounding box surrounding each wall so that we can get
the location of each wall which includes the coordinates
of the upper-left point, width and height of each
bounding box.

To feed into the CNN architecture, we randomly
sampled each sheet with 100 crops of 256 x 256 pixels
images, and computed the labeled information to the
relative position for the small crop images. In the
meantime, we programmed the small cropped images to
two folders depending on whether or not the image
contained the wall for further training.

Ultimately, we assembled all labeled information
into a csv file and got 1250 non-wall images and 1650
wall-contained images individually.
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3.2 Model Training

Figure 1. The training pipeline from labeling to Models’
Generation

3.2.1 Wall Classification

The first step of doing model training is determining
programming languages, deep learning libraries,
programming environment and referred neural network
models. We used Python with Tensorflow and Keras
libraries on Google Colaboratory which is an online
cloud-based Jupyter notebook environment. We also
referred to the YOLOv3 model architecture from
PyLessons [12] website which posts deep learning
applications and tutorials for customized data. We chose
their architecture and did further modification since the
descriptions and explanations are clear, code is precise
and the results they have shown are promising.

To classify wall objects, we utilized the ResNet-50
model to train a binary classification task. The training
dataset was collected during the preprocessing step and
a 70/30 ratio to split training and test dataset was
determined. We utilized all training set as our input for
the training pipeline shown in Figure 1, and test set for
inference pipeline shown in Figure 3, separately.

We first programmed the ImageNet pretrained
model for transfer learning. The setting of the pretrained
model includes average pooling, 256 x 256 x 3 pixels
input shape, 2 classes classification, and all layers inside
the pretrained model are not trainable, which could
reduce time complexity during the training process.

We flattened the output of the pretrained model into
one dimension and added a fully connected layer with

512 nodes and a ReLU activation function. Finally,
using a sigmoid function to determine the probability of
wall existence.

During the training process, we set a 32 batch size,
100 epochs, and Adam optimizer with a 0.001 learning
rate. The result shows that the training and test accuracy
converged to 98% and 94%, respectively, as shown in
Figure 2.

Figure 2. ResNet-50 classification training and test
accuracy versus number of Epochs

3.2.2 Wall Detection

This section describes the wall detection task using
the wall-contained images as our training set and
YOLOv3 model for training. For this supervised
learning training, we parsed the images and loaded the
labeled information csv file with image filename and
corresponding bounding box of wall information. We
used an 80/20 ratio to split the training and test dataset,
set the batch size as 4, Adam optimizer and 30 epochs
in total. For learning rate, we used two warmup epochs
first and then decayed linearly from 1e-4 to 1e-6.
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3.3 Model Inference

Figure 3. The inference pipeline for 3D wall
reconstruction in Revit

To do model inference on new 2D drawings, we first
cropped each drawing into 256 x 256 pixels size in a
sliding windows sequence since we need to match the
input size of deep learning algorithms that we set during
the training process.

We feed each crop into our ResNet-50 model to
classify if the crop contains walls or not. The inferred
non-wall images stay the same since there are no walls
to detect the location, however, we parsed the inferred
wall images into our YOLOv3 model to infer bounding
box information and probability of walls. The inferred
rectangle bounding box surrounding walls and
probability would be shown on each crop. Eventually,
we can combine each crop to the original sheet size in a
sequence after the inference process. The overall
inference process is shown as Figure 3.

3.4 3D Model Reconstruction in Revit
After the model inference process described in

section 3.3, we can get the prediction value of the wall
location which represents the bounding boxes
information. We extract and calculate the end points of
each predicted wall location by their predicted bounding
boxes. These parameters are saved in a csv file with
height information on the elevation plan and then
imported to Dynamo BIM. In the Dynamo environment,
we inject the csv file into wall generation nodes and
connect to the wall family type. Ultimately, we
reconstruct the walls in Revit through Dynamo with our
csv file and the family type we specify. The overall
procedure is shown in Figure 4.
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4 Results and Discussion
The results are shown in Figure 5 which are

zooming a portion of the new 2D drawing. The red
rectangles indicate the bounding box and the number on
the upper-left corner above the rectangles is the neural
network’s confidence probability of the wall.

Figure 4. The procedure of creating a 3D model from extraction wall location through Dynamo and CSV file
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Figure 5. Original small portion of floorplan
(upper-left), bounding boxes (upper-right) and floorplan
with bounding boxes (lower)

We raised three failure cases on our inferred
drawings as shown in Figure 6. First, the rectangle
surrounding “MATCH LINE” on the drawing causes the
CNN model to possibly be misinterpreted as a wall
appearance. Secondly, we discovered that “curved
walls” and “diagonal walls” are not suitable for object
detection tasks during manual labeling process since the
bounding boxes are axis aligned which could not tightly
delineate the curved and diagonal lines. Therefore, we
did not label the curved and diagonal walls during the
training process so that our model could not recognize
them on the inferred dataset.

Future work will include, first, we can remove
legend, title and match line symbol before doing the

inference process so that we can avoid detecting the
rectangle surrounding the match line symbol as walls.
Secondly, we will make a list of all failed inference
cases and explore the potential improvement. Fourthly,
we would like to explore different methods to do
“diagonal walls'' and “curved walls'' detection since the
original labeled method would easily make a bounding
box of walls covering other objects. The most promising
method we would attempt first is an instance
segmentation algorithm. Lastly, expanding the
automation process to more architectural components,
doors and windows, would be a critical contribution for
this research and our strategy would be doing multiclass
classification and detection, creating precise interface
connection among all components.

5 Conclusion
BIM has become an essential methodology in the

AEC industry in the past few decades. To facilitate BIM
applications, we hope that we could make the BIM
model generation effective and precise.

In the paper, we demonstrated that using computer
vision techniques to detect the location of walls on the
2D drawings so that we could automatically generate
3D models later on. We achieve good results on the
inferred dataset and plan to expand the scale to other
components inference and experimental instance
segmentation for non-straight walls.

Deep learning related research is very active and
advanced, lots of machine learning models are being
optimized and well-performed on many projects.
Therefore, using those techniques on 2D drawings to 3D
model generation could be of practical use in the AEC
industry in the near future. These automated systems
could reduce budget, improve safety, enhance
communication among entities and promote more
advanced implementation for researchers and expertise.

Figure 6. Failure cases: “MATCH LINE” (left), “diagonal wall” (middle) and “curved wall” (right)
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Abstract –  

The heating, ventilation, and air conditioning 
(HVAC) system is a highly complex part of a building 
that requires high specialty and expertise to 
understand and analyze for energy modelling and 
simulation purposes. Significant manual effort is 
needed for information extraction from the 
mechanical designs, to support the creation of an 
energy model, including information such as HVAC 
system type, cooling/heating load, pressure drop, and 
thermal zones, etc. However, such information can be 
readily available in Building Information Modeling 
(BIM)-based mechanical, electrical, and plumbing 
(MEP) models. In this paper, data analysis and 
information extraction were conducted on HVAC 
systems of industry foundation classes (IFC)-based 
MEP models. By following the state-of-the-art Data-
driven Reverse Engineering Algorithm Development 
(D-READ) method, an algorithm was developed to 
automatically parse and extract HVAC information 
from the IFC models. The algorithm was tested on a 
commercial building with 1 hot water boiler and 19 
radiators, which achieved error-free information 
parsing and extraction. This is expected to reduce the 
manual effort in information extraction of HVAC 
systems for building energy modeling (BEM). It also 
is built upon and supports the open and neutral IFC-
based information workflow, which could be a solid 
step towards automation and interoperability 
between BIM and BEM in the HVAC domain. 

 
Keywords – 

Building Information Modeling (BIM); Building 
Energy Modelling (BEM); Heating, Ventilation, and 
Air Conditioninng (HVAC); Industry Foundation 
Classes (IFC); Automation; Information Extraction; 
Interoperability 

1 Introduction 
In both commercial and residential building sectors, 

the heating, ventilation, and air conditioning (HVAC) 
component has been a top contributor to energy 

consumption, among all building components. 
According to a report from the U.S. Environmental 
Protection Agency, the HVAC systems in commercial 
and residential buildings contribute up to 15.6% of the 
electricity use in the US. [1]. Considering such a 
significant energy consumption from the HVAC systems 
and the increasing emphasis on energy conservation in 
the society [2], there is an urgent need of an efficient 
method for evaluating the energy consumption of HVAC 
systems, which is expected to help better inform owners 
and professionals of the energy performance and 
potential energy savings throughout their building’s 
lifecycle. However, the traditional energy evaluation 
method is a time-consuming process. Mechanical 
engineers/designers and energy modelers still heavily 
rely on 2D mechanical drawings for HVAC information 
interpretation and analysis as the standard industry 
practice. It requires a large number of labor hours to 
manually retrieve HVAC information from 2D 
mechanical drawings. With such consideration, 
researchers nowadays are seeking digital alternatives to 
the manual approach used in the state of the practice, to 
automatically extract and analyze HVAC information 
from Building Information Modeling (BIM) [3].   

BIM can provide an object-orientated data repository 
for managing information of building projects including 
architectural, structural, and mechanical, electrical, and 
plumbing (MEP) systems, among others. As an important 
part of the MEP system, the HVAC system can also be 
modeled in BIM including information such as system 
type, cooling/heating load, pressure drop, and  associated 
thermal zones. The information-rich nature of BIM has 
been shown successful in supporting many tasks in the 
architectural, engineering, and construction (AEC) 
industry such as quantity takeoff [4] and structural 
analysis [5]. The extensive adoption and associated 
benefits of BIM have also increased the demand to 
leverage BIM for energy analysis. The importance of 
BIM to energy analysis is further supported by the 
increasing levels of BIM adoption by architects and the 
need to improve the energy modeling processes to better 
fit into the architectural design workflow [6]. 

Industry Foundation Classes (IFC) is an international 
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open standard that is independent of proprietary BIM 
authoring tools. The neutral and transparent feature of 
IFC can provide flexibility for data sharing and 
collaboration across platforms and stakeholders. In this 
paper, the authors developed a new systematic 
methodology for extracting essential information of 
HVAC systems from IFC-based BIM by following the 
state-of-the-art Data-driven Reverse Engineering 
Algorithm Development (D-READ) method [4]. The 
developed information extraction algorithm following 
the proposed methodology was also tested on a 
commercial building model and achieved error-free 
performance. 

2 Model Description 
Two IFC models were collected for HVAC 

information analysis and extraction. The first model was 
a 2-story duplex apartment building [7]. Figure 1 and 
Figure 2 show the architectural model and MEP model of 
the duplex apartment building, respectively. There were 
926 entity instances in total in the IFC-based MEP model 
of the duplex apartment building. Essentially, the 
building consisted of 3 levels: Level 1, Level 2, and Roof 
Level. Each level contained multiple types of IFC entities 
such as IfcFlowControllers, IfcFlowSegments, and 
IfcSpaces, etc. It was found there were 21 IfcSpace entity 
instances in total.  

 
Figure 1. Architectural model for the duplex 
apartment building 

 
Figure 2. MEP model for the duplex apartment 
building 

The second model was an office building with a 
different HVAC system type from the first model [7]. 
Figure 3 and Figure 4 show the architectural model and 
MEP model of the office building, respectively. There 
were 5697 entity instances in the IFC-based MEP model. 
The data structure of the office building model was the 
same as the duplex apartment building model. 

 
Figure 3. Architectural model for the office 
building 

 
Figure 4. MEP model for the office building 

3 Preliminary Analysis 
By analyzing the MEP models of the two buildings in 

a data-driven manner, it was found that the main HVAC 
components such as boilers and chillers were defined as 
IfcEnergyConversionDevice in IFC. And all the 
pipes/ducts and elbows for constructing and connecting 
the HVAC loops were defined as IfcFlowSegments and 
IfcFlowFitting, respectively. The pumps or fans for 
circulating the flow through the loops were defined as 
IfcFlowMovingDevice. The diffusers for distributing the 
conditioned air to the targeted thermal zones were 
defined as IfcFlowTerminal. Table 1 summarizes all the 
corresponding IFC entities for HVAC components. 
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Table 1. Corresponding IFC entities for HVAC 
components 

HVAC components Corresponding IFC entity 
Boiler IfcEnergyConversionDevice 

Radiator IfcEnergyConversionDevice 
Chiller IfcEnergyConversionDevice 

Pump/fan IfcFlowMovingDevice 
Variable air volume 

(VAV) unit 
IfcFlowMovingDevice 

Air handling unit 
(AHU) 

IfcFlowMovingDevice 

Pipe IfcFlowSegment 
Duct IfcFlowSegment 

Elbow IfcFlowFitting 
Diffuser IfcFlowTerminal 

There were 16 IfcEnergyConversionDevice entity 
instances (i.e., 14 radiators and 2 hot water boilers) in the 
duplex apartment model. Table 2 and Table 3 summarize 
the number of IFC entity instances corresponding to each 
HVAC component for the duplex apartment model and 
the office model, respectively. 

Table 2. Number of HVAC related entity instances for 
the duplex apartment model 

HVAC component Number of entity 
instances 

Boiler 2 
Radiator 14 

Pump 2 
Pipe 417 

Table 3. Number of HVAC related entity instances for 
the office model 

HVAC component Number of entity 
instances 

Screw chiller 1 
AHU 2 

VAV unit 21 
Pump 1 
Duct 643 

Diffuser 245 

4 Proposed Methodology 
Figure 5 illustrates the four-step methodology of the 

HVAC information extraction the authors proposed. 
Firstly, the HVAC system type is identified by analyzing 
the main HVAC components represented by 
IfcEnergyConversionDevice entity in the IFC-based 
MEP model. For example, a chiller with VAV units can 
help determine the system type to be a VAV system. 
Secondly, the HVAC plant loops are extracted (e.g., hot 
water loops, the chilled water loop, and the air loop) and 

corresponding components in each loop are identified. In 
the third step, detailed parameters for HVAC components 
are parsed such as the heating capacity of the boiler, 
volume flow rate of the pump, etc. In the final step, the 
related thermal zones served by each HVAC terminal are 
identified. 

 
Figure 5. The proposed four-step methodology of 
HVAC information extraction 

5 Application of the Proposed 
Methodology 

5.1 Identify HVAC System Type 
Based on the preliminary analysis results as shown in 

Table 2, the HVAC system type for the duplex apartment 
model was identified as a hot water boiler radiator system. 
A standard hot water boiler radiator system consists of 
supply equipment and demand equipment. The supply 
equipment in this case included a hot water boiler for 
generating hot water and a pump for circulating the water 
through the loop. On the demand side, several radiators 
were connected to targeted thermal zones. The hot water 
flew through the radiators and provided heating to the 
thermal zones. 

For the office model, a VAV system consisting of a 
chilled water loop and an air loop was identified. The 
chilled water loop included a chiller and a pump for 
creating cooled water for the air handling units. And the 
air loop consisted of an air handling unit, an electric 
heating coil, and a fan for providing conditioned air 
through the loop. The VAV boxes on the demand side 
received the conditioned air and distributed it to the 
targeted thermal zones. 

5.2 Extract HVAC Loops and Components 
Through the Data-driven Reverse Engineering 
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Algorithm Development (D-READ) method [4], the 
authors developed an algorithm to extract the HVAC 
loops and corresponding components. For example, the 
system name and system type were two features for 
distinguishing the two hot water loops of the duplex 
apartment model. System names “Unit A Hydronic 
Supply In” and “Unit B Hydronic Supply In” were used 
to distinguish and extract all the IfcFlowSegment, 
IfcFlowFitting, IfcFlowMovingDevice, and 
IfcEnergyConversionDevice entity instances in Hot 
Water Loops A and B, respectively. The extraction 
results for Hot Water Loops A and B are shown in Figure 
6 and Figure 7, respectively. Similarly, system types 
“supply air” and “return air” were used to extract all the 
related HVAC entity instances in the air loop of the VAV 
system from the office model (Figure 8 and Figure 9). 

The loop extraction is important in HVAC system 
analysis because it defines the relationships of 
components and the functionality of each loop. For 
example, Figure 6 and Figure 7 show the two hot water 
plant loops extracted from the IFC-based MEP model of 
the duplex apartment building, respectively. It can be 
seen that each loop consisted of a boiler, with multiple 
radiators serving corresponding thermal zones. By 
extracting and separating the two hot water loops, 
information such as the service relationship between 
boiler A and radiator 1, and the number of radiators 
served by boiler A in the hot water loop A, were obtained 
(as shown in Figure 6). In addition, The pressure drop 
along the pipe in each loop configuration can also be 
calculated based on the pipe length. 

 
Figure 6. Extracted hot water plant loop A from 
the duplex apartment MEP model. 

 
Figure 7. Extracted hot water plant loop B from 
the duplex apartment MEP model. 

Figure 8 and Figure 9 show the extracted chilled 
water loop and air loop for the office building, 
respectively. The chilled water loop consisted of a screw 
chiller, a chilled water pump, air handling units, and 
cooling coils. A chilled water pump pushes chilled water 
through the chiller and the chilled water line around the 
building. The AHU or cooling coil serves as the heat 
transformation media that connects the chilled water loop 
to the air loop. The air is cooled by the chilled water in 
the AHU and delivered to the thermal zones through the 
HVAC terminals (i.e., diffusers). The air loop consisted 
of VAV boxes, air handling units, ductwork, fans, and 
diffusers. 

 
Figure 8. Extracted chilled water loop from the 
office building MEP model. 
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Figure 9. Extracted air loop from the office 
building MEP model. 

5.3 Parse Detailed Parameters 
The next step was to retrieve detailed parameters for 

each HVAC component. Some of the basic parameters 
such as the system type (e.g., natural gas boiler or electric 
boiler) were contained in the attributes of the 
corresponding IFC object. The mechanical properties 
were extracted through the IfcPropertySet entity instance 
related to each HVAC component. For example, the most 
essential mechanical parameters of the boiler include 
heating capacity, efficiency, etc. By retrieving the output 
heat and input heat as 2949311 Watts and 3465979 Watts, 
respectively, the thermal efficiency of the boiler was 
calculated by Equation (1). 

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑏𝑏𝑒𝑒𝑒𝑒𝑏𝑏𝑒𝑒𝑏𝑏𝑏𝑏𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ℎ𝑒𝑒𝑒𝑒𝑜𝑜
𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜 ℎ𝑒𝑒𝑒𝑒𝑜𝑜

= 2949311𝑊𝑊
3465979𝑊𝑊

= 85% (1)                                 

Table 4 shows the summary of detailed parameters of 
the HVAC components of the boiler radiator system in 
the duplex apartment model. 

5.4 Identify Related Thermal Zone for 
HVAC Terminals 

One of the most important parameters for an HVAC 
terminal (e.g., a radiator or diffuser) is the thermal zone 
that it serves. In the IFC data, this relationship was 
defined by the IfcRelContainedInSpatialStructure entity 
(as shown in Figure 10), which consisted of 
RelatedElements and RelatingStructure. The 
RelatedElements attribute specified the HVAC terminal 
such as radiators and diffusers. The RelatingStructure 
attribute specified the spaces or thermal zones that the 
related equipment served. By iteratively parsing through 
the IfcRelContainedInSpatialStructure entity instance, 
the related thermal zones for each HVAC terminal were 
extracted. 

6 Case Study 
The information extraction algorithm developed by 

following the proposed methodology was then tested on 
the testing model - a commercial building with 4 stories 
as shown in Figure 11. The IFC-based MEP model was 
parsed through our developed algorithm. The HVAC 
system was identified as the boiler-radiator system. The 
hot water loop was extracted correctly, and the related 
HVAC components including 1 boiler and 19 radiators 
were successfully parsed including their detailed 
parameters. And the 19 thermal zones served by 
corresponding radiators were identified. Table 5 
summarized the testing results of the information 
extraction algorithm, 396 entity instances were 
successfully extracted without error. 

 
Figure 10. Testing model visualized in Revit 

7 Conclusion 
In this paper, the authors proposed a four-step 

methodology for parsing and extracting HVAC 
information from the IFC-based building information 
models. Two types of HVAC systems from two BIM 
models were analyzed following the proposed 
methodology, namely the VAV system and the boiler-
radiator system, respectively. Information including 
HVAC system type, HVAC loops, detailed component 
parameters, and related thermal zones for HVAC 
terminals were identified and parsed systematically. The 
HVAC information extraction algorithm following the 
proposed methodology was tested on a commercial 
building model with the boiler-radiator system and 
achieved error-free extraction. This is expected to help 
reduce the time and effort in information extraction of 
HVAC systems from BIM compared to that by manual 
extraction from 2D mechanical drawings. 

7.1 Contributions to the Body of Knowledge 
This research contributes to the body of knowledge in 

three main ways: First, the authors proposed a new 
methodology for extracting essential HVAC information 
from IFC-based BIMs. The proposed methodology was 
used to develop an automated HVAC information 
extraction algorithm based on existing IFC-based BIM.
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Table 4. Summary of parameters of the boiler radiator system in the duplex apartment model 

HVAC 
components 

Number of 
entity 

instances 

System type Capacity Pressure drop Efficiency 

Boiler 2 Natural gas  147kW 99974.4 Pa 85% 

Radiator 14 Baseboard 2744.47 Btu/Feet 0.28 meters H2O N/A 

Pump 2 Centrifugal 3.9 Liters/Second 0.8 meters H2O Motor: 90% 

 
Figure 11. An example of IfcRelContainedInSpatialStructure entity instance 

 
Table 5. Testing results of the developed information extraction algorithm 

HVAC components Corresponding IFC 
entity 

Number of entity 
instances in IFC-based 

MEP model 

Number of objects 
correctly parsed by 

developed algorithm 

Accuracy 

Water Loop - 1 1 100% 
Boiler IfcEnergyConversion

Device 
1 1 100% 

Radiator IfcEnergyConversion
Device 

19 19 100% 

Pump IfcFlowMovingDevice 1 1 100% 
Pipe IfcFlowSegment 355 355 100% 

Thermal zones IfcSpace 19 19 100% 
Overall - 396 396 100% 
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data. In contrast to manually extracting HVAC 
information from 2D mechanical drawings, the 
developed algorithm is expected to extract HVAC 
information more efficiently and objectively. Second, 
this work facilitates the transition from 2D drawings to 
3D digital representations by supporting the automated 
information extraction from IFC-based BIMs. It also 
builds a solid step towards automation and 
interoperability between BIM and BEM in HVAC 
information exchange. Third, some HVAC components 
were found missing from the IFC-based BIMs. For 
example, in the office building model, no cooling coil 
was found in the chilled water loop. The cooling coil can 
be defined as IfcCoil according to BuildingSMART [8]. 
Regarding the missing elements, the extraction algorithm 
can be converted/adapted to one for model design 
verification, i.e., checking if there are any missing HVAC 
components in the IFC model.  

7.2 Limitations, and Future Work 
Two main limitations of this study are acknowledged. 

First, the lack of comprehensive industry standards for 
classifying IFC entity instances could render the 
extraction error-prone in some circumstances. For 
example, as it is shown in Figure 12, four types of HVAC 
components were classified as the IfcFlowMovingDevice 
entity for the office building model (as highlighted in 
different colors). However, they were on different loops. 
The centrifugal fan, air handling units, and VAV units 
were on the air loop, whereas the pump was on the chilled 
water loop. Although it was correct to regard both air and 
water as flow (as defined by IfcFlowMovingDevice). This 
could make the loop extraction process confusing. To 
address this issue, future work should investigate a more 
thorough industry standard for creating the IFC-based 
MEP model so that components can be classified more 
rigorously. Second, the scope of this study currently 
focuses on the extraction of high-level information in 
four essential categories: (1) HVAC system type, (2) 
HVAC loops and components, (3) detailed parameters 
for components, and (4) related thermal zone for HVAC 
terminals. The HVAC system types used in the 
experiment were limited to the boiler-radiator system and 
VAV system. More advanced HVAC system types were 
not investigated in this paper, such as the variable 
refrigerant flow (VRF) system, dedicated outdoor air 
system, heat pump, etc. In addition, air distribution 
components (e.g., diffusers and grilles for distributing 
conditioned air) and detailed parameters (e.g., size of 
ducts/pipes), as well as the control strategies such as 
operation schedules/modes required by BEM, have not 
been extracted yet, due to limitations of our experimental 
IFC model. A more comprehensive and robust algorithm 
can be developed in future work to cover a broader set of 
IFC-based MEP models with more detailed parameters 

by following the proposed methodology. In addition, 
automated methods/approaches in semantic enrichment 
of IFC-based BIM and model validation/checking could 
help facilitate the IFC-based BIM interoperability with 
BEM, which should be investigated in future work as 
well. 
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Figure 12. IfcFlowMovingDevice entity in the office building 
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Abstract – 

The rapid pace of technological transformation in 
sustainability assessment in the construction industry 
has directed the development of tools and policies. 
Building information modelling (BIM)-based 
documentation processes for green building 
certification systems (GBCS) credits continually 
require re-assessments. The relationship between 
BIM and GBCS is minimal in the current literature, 
which motivates the need for this systematic literature 
review. This study aims to map the synergies and 
potentials of BIM and GBCS integration for 
improvements in the sustainability assessment 
process. A systematic literature review was adopted 
to map existing gaps, potentials, and future research 
areas. A total of 84 papers between 2009 and 2020 
from top indexed built environment journals. Energy 
possessed the highest representation of 71% in the 
environmental sustainability dimension while 
economic and social had 15% and 11% respectively. 
LEED possessed the highest representation of 35% in 
multi-criteria GBCS. The findings revealed 
predominant neglect of social and economic 
dimensions of sustainability credits. Regenerative 
credits such as biodiversity, water, land use and 
ecology, socio-economic and acoustics are less 
incorporated into sustainability assessment models. 
These findings have direct implications on 
sustainability assessment policy improvements to 
implement the use of emerging technologies such as 
internet of things (IoT) and Blockchain.  

 
Keywords – 

Building information modelling; BIM; Green 
building certification system; Net-zero buildings; 
Systematic literature review; Sustainability 

1 Introduction 
Sustainability problem solving is complex and 

requires an integrated approach to effectively address 
inherent environmental issues [1]. Consequently, the 
high rate of global resource utilisation in such forms as 

excessive water, energy, and forest use and raw materials 
has encouraged the concept of sustainable development 
with the view to meet the current needs without adverse 
effects on the future [2, 3]. Buildings are one of the most 
dominant sources of resource usage and environmental 
emissions, using about 50% of raw materials, consuming 
71% of electricity and 16% of water usage, and 
producing 40% waste disposed of in landfills [4].  

The global Architecture, Engineering and 
Construction (AEC) industry is currently undergoing a 
dynamic transformation with the introduction of green 
building (GB) [5]. This has led to the development of 
several GB certification systems (GBCS) such as Green 
Star (Australia, New Zealand, and South Africa), 
Leadership in Energy and Environmental Design [LEED] 
(the United States of America and Canada), Building 
Research Establishment Environmental Assessment 
Method [BREEAM] (United Kingdom), SBTool 
(Portugal and Czech), Chinese evaluation standard of 
green building [ESGB] (China), Building Environmental 
Assessment Method [BEAM] Plus (Hong Kong), Green 
Mark (Singapore), Green Building Index [GBI] 
(Malaysia), Deutsche Gesellschaft für Nachhaltiges 
Bauen [DGNB] (Germany), and Living Building 
Challenge (LBC). In addition, researchers have also 
developed GBCS for developing countries by adapting 
existing GBCS. Some prominent examples of newly 
developed GBCS are as follows: BSAM - Sub-Saharan 
Africa [6, 7], SABA - Jordan [8], and GB tool for existing 
buildings [9]. 

The AEC industry is more focused on applying 
emerging technologies to improve environmental 
sustainability [10]. Technologies such as artificial 
intelligence (AI), prefabrication, BIM, business process 
reengineering (BPR), and total quality management 
(TQM), among others, have been deployed to facilitate 
the integration of construction processes and achieve 
value for money [11].  

McGraw-Hill Construction conducted an online 
survey to investigate a wide range of industry 
professionals who use BIM tools to deliver green 
buildings. The survey indicated that BIM could 
significantly facilitate green construction, and it is 
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expected to be extensively used in the future if relevant 
challenges can be identified and effectively tackled [12]. 
BIM surfaced as a solution to facilitate the integration 
and management of information throughout the building 
life cycle [12], thus, enabling the effective use of design 
data for sustainability evaluations [13]. 

Several functions of BIM have been studied, such as 
lighting analysis, energy performance simulation, and 
construction and demolition waste analysis. In addition, 
different management and incentive aspects associated 
with BIM adoption have been highlighted, such as its 
economic benefits,organisational challenges, and 
motivational challenges [14-16]. A number of BIM 
applications have been proposed and developed to 
seamlessly integrate sustainability analysis into 
traditional design, construction, and operation processes, 
but there are limited reviews on the connections between 
BIM and green rating systems [12]. 

The successful integration of BIM and GB 
assessment requires a lot of data. Quantitative and 
qualitative data are the backbone of sustainability 
assessment [13, 17]. However, Zhao et al. [18] noted that 
one of the fundamental gaps in green building is 
information technology applications. Lu et al. [12] 
revealed that contemporary BIM software packages are 
still inadequate in delivering a unified analytical solution 
for a distinct green building assessment, as they cannot 
simultaneously analyse all green aspects of buildings. 

Furthermore, Gandhi and Jupp [19] findings revealed 
one of the problems of BIM and green integration as a 
lack of alignment between the activities, processes, and 
tasks that encourage modelling and analysis and those 
that encourage the realisation of green building 
certification criteria. Also, Ansah et al. [13] identified 
interoperability issues as a major setback in 
implementing BIM for green building assessment due to 
the loss of quality information. Xu et al. [10] further 
acknowledged that one of the major challenges with the 
green construction process is an inaccurate assessment. 

There have been several studies on integrating BIM 
and GBCS [18-25] in recent years. Examples include 
LEED [15, 20-22], SBTool [23-25], and ESGB [26]. 
Also, Jalaei and Mohammadi [21] developed a BIM-
LEED Revit plugin including a data mining method (K-
Nearest Neighbour) that integrated location and 
transportation, sustainable sites, energy and atmosphere, 
materials and resources, indoor environmental quality, 
innovation in design, and regional priority accounting for 
6 of 8 credits in LEED v4. Similarly, Kang [22] created 
a rule-based LEED evaluation method with BIM to 
facilitate the sustainability assessment process and save 
time.  

Although, many BIM applications have been 
proposed and developed to seamlessly integrate BIM and 
GBCS into the traditional design, construction, and 

operation processes. Nonetheless, there is still a need for 
comprehensive integration of BIM and GBCS 
throughout the project lifecycle [12]. As a result, a 
systematic literature review (SLR) was carried out. 
Relevant publications between 2009 and 2020 were 
identified and synthesised accordingly. The year range 
was based on literature search output after removing 
papers that were not relevant to the study. The outcome 
of this research will provide a roadmap and future 
directions for BIM and GBCS integration.  

2 Research Methodology 
Kitchenham and Charters [27] defined a systematic 
literature review (SLR) as: 

“a methodology used to identify, evaluate and 
interpret research relevant to a determined 
topic area, research question or phenomenon of 
interest.”  

Generally, there are five major reasons for executing a 
literature review as stipulated by Paré et al. [28] and Paré 
and Kitsiou [29]. These reasons include: 

• establishing the current state of knowledge on 
the subject or topic;  

• resolving the scope to which certain research 
area divulges any logical patterns;  

• gathering practical findings in line with a 
research question to support its validity; 

• creating new frameworks and theories; and  
• ascertaining research topics or areas for future 

research.  

The main focus of this SLR is to provide research 
topics or areas for future research. The review process is 
divided into two steps namely; SLR protocol 
development (Step I) and SLR execution (Step II). The 
SLR protocol development has four sub-steps (purpose 
definition, research question formulation, keywords and 
database selection), while the second step has six sub-
steps (search strings refinement and article search, 
inclusion and exclusion criteria, title and abstract 
scanning, quality assessment, coding, and data extraction 
pattern). Carvalho et al. [24] highlighted the need for a 
more elaborate systematic literature review to include 
more keywords and green building rating tools such as 
Green Star, DGNB, BEAM Plus, etc. The purpose of the 
review is to provide answers to the following questions: 

• What is the level of BIM implementation in 
GBCS sustainability areas? 

• What are the future research directions in the 
BIM-GBCS domain? 

The keywords for the literature search are shown in 
Table 1. Based on the keywords identified, a search string 
was developed and implemented on the Scopus search 
engine. As seen in Figure 1, the initial search string 
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revealed a total of 400 research papers, while eighty-four 
(84) were selected for in-depth analysis. The findings of 
each of the papers are briefly summarised in Table 2. 

Table 1. Keywords for systematic literature review 
BIM Green building and 

assessment tools 
Method 

BIM  OR  
"Building 
information 
modeling"  OR  
"Building 
Information 
Modeling 
(BIM)"  OR  
"Building 
information 
model"  OR  
"Building an 
information-
model"  OR  
"BIM (building 
information 
modeling)"  
OR  "Building 
Information 
Modelling" 

"green building"  OR  
"green construction"  OR  
"sustainable building"  
OR  "high performance 
building"  OR  "building 
environmental 
performance"  OR  
"ecological building"  
OR  sustaina*  OR  
"Green building concept" 
OR LEED  OR  CASBEE  
OR  GBI  OR  DGNB  
OR  BREEAM  OR  
"Green Star"  OR  "Green 
Mark"  OR  "Green 
Globes"  OR  ESGB  OR  
GBL  OR  ECOEFFECT  
OR  ECOPROFILE  OR  
ESCALE  OR  HK-
BEAM  OR  "BEAM 
Plus"  OR  "GB Tool"  
OR  "SB Tool"  OR  
"Home Star"  OR  HQE  
OR  "Energy Star" 

"Assessment 
Method"  OR  
"Assessment 
Rating 
Method"  OR  
Certification  
OR  "Green 
Building 
Certification"  
OR  
Evaluation  
OR  
"Labeling 
Method or 
System"  OR  
Guideline  
OR  
Benchmark  
OR  
"Assessment 
Standard"  
OR  "Green 
Building 
Rating 
Tools" 

 

SCOPUS 
Database

Initial search
(400)

Document type – Article or Review
(173)

Language - English
(166)

Remove 2021 papers
(161)

227 papers were excluded

7 papers were excluded

5 papers were excluded

Title and abstract scanning
(117)

Quality assessment
(84)

44 papers were excluded

84 papers were selected for 
in-depth analysis

33 papers were excluded

 
Figure 1. Overview of the paper elimination process 

3 Analysis and Discussions 

3.1 Descriptive Analysis 
This section of the paper presents a descriptive 

analysis of the papers considered in this SLR. The 
presentation was based on the frequency of papers, GB 
sustainability area, and GBCS considered.  

Frequency of Papers between 2009 and 2020 

The frequency of publications between 2009 and 
2020 is presented in Figure 2. It is seen that the year 2020 
has the highest number of publications accounting for 29% 
of the total papers used in this study while no publication 
was recorded in 2012. Overall, it can be deduced that 
annual publications have grown haphazardly over the 
years. Also, it can be said that the increasing interest in 
GB is due to government policies and the coronavirus 
pandemic [30-32].  

 
Figure 2. Frequency of Publication 

Classification of Papers by GBCS Considered 

It is important to note that many studies are mainly 
focused on the multi-criteria tool while only one paper by 
Acampa et al. [17] mentioned some of the existing 
lifecycle-based assessment tools (BEES, BEAT, and 
EcoQuantum). Forty percent (40%) of the studies did not 
report any GBCS, 35% used/mentioned LEED as a basis 
for their research while 10% used/mentioned BREEAM. 
Other GBCS such as Green Star (7%), SBTool (5%), GBI 
(5%), etc. has been seldom considered in the existing 
literature. Furthermore, some of the existing studies by  
Khoshdelnezamiha et al. [33], Olawumi and Chan [34], 
Mahmoud et al. [9], and Ahmad and Thaheem [35] have 
developed new rating tools (5%) to complement the 
shortcomings of the existing GBCS. 

Journal of Selected Papers 

Table 3 shows the top 10 journals in which the selected 
papers were published. Nearly 40% were published in 
Sustainability [Switzerland] (15.48%), Automation in 
Construction (9.52%), Sustainable Cities and Society 
(7.14%), Journal of Green Building (4.76%), and 
Applied Sciences [Switzerland] (2.38%). The table 
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contains highly ranked journal papers that guarantee the 
reliability of data to be gathered during the SLR. 

Table 3. Top 10 Journals of Selected Papers 

S/N Journal Frequency *Percentage 
(%) 

1 Sustainability 13 15.48% 
2 Automation in 

Construction 
8 9.52% 

3 Sustainable Cities and 
Society 

6 7.14% 

4 Journal of Green Building 4 4.76% 
5 Applied Sciences 

(Switzerland) 
2 2.38% 

6 Architectural Engineering 
and Design Management 

2 2.38% 

7 ARPN Journal of 
Engineering and Applied 
Sciences 

2 2.38% 

8 Buildings 2 2.38% 
9 Energy and Buildings 2 2.38% 
10 International Journal of 

Sustainable Building 
Technology and Urban 
Development 

2 2.38% 

*Percentage is based on the overall contribution of the 
journal based on the 84 papers 

3.2 Thematic Analysis 

Level of BIM implementation in GB Sustainability Area 

Using the Green Star NZ as a yardstick, a large 
portion of the papers focused on the environmental aspect 
of sustainability which includes; management (4%), 
indoor environment quality (35%), energy (71%), 
transport (20%), water (26%), materials (54%), land use 
and ecology (35%), emissions (23%), and innovation 
(18%). On the other side, the social (11%) and economic 
(15%) aspects of sustainability were not often researched. 
These findings connote that the management, innovation, 
water, and transport areas under the environmental 
dimension of sustainability need more research.  

Lu et al. [12] emphasised that BIM is still not capable 
of assessing buildings' environmental and social 
sustainability in a holistic manner. Furthermore, Zanni et 
al. [36] and Lu et al. [12] indicated four sustainability 
areas not supported by BIM software packages: 
management, ecological issues, innovative techniques 
and performance, and transportation conditions. The 
discussion in this part of the paper is structured based on 
Green Star Design and As-Built New Zealand v1.0 
(Green Star NZ) certification system. It includes nine 
credit categories namely, management, indoor 
environment quality, energy, transport, water, materials, 
land use and ecology, emissions, and innovation [37]. In 
addition to the credit categories of Green Star NZ, the 
social and economic dimension of sustainability that is 

lacking in the GBCS [7] will also be discussed 
concerning BIM integration.  

The management and innovation criteria are often 
given less attention in most of the existing GBCS despite 
their presence in many sustainability research [38, 39]. 
This is evident in Green Mark GBCS, where less than 2% 
of the entire credits is allocated to “Management” [7]. 
Gandhi and Jupp [19] mentioned that assessing 
management and innovation components of green 
building assessment tools is almost unfeasible with BIM. 
Hence, future studies could concentrate on developing a 
qualitative oriented and adaptable approach for credits 
not achievable with BIM [40]. 

There have been few studies on integrating BIM and 
IEQ components in GBCS over the years. Al-Sulaihi et 
al. [41] developed a framework to integrate IEQ data into 
the BIM model in order to detect and track IEQ problems. 
Marzouk and Abdelaty [42] integrated BIM and wireless 
sensor network (WSN) for effective monitoring of 
thermal comfort in subways, an essential ingredient of 
IEQ. The study revealed that BIM better visualises the 
building components and IEQ metrics. It also enables 
efficient control of HVAC systems in an energy-efficient 
manner. Furthermore, HSE [43] revealed the six factors 
that influence the thermal comfort of occupants as 1) air 
temperature, 2) radiant temperature, 3) air velocity, 4) 
humidity, 5) clothing insulation, and 6) metabolic heat.  

Pučko et al. [44] introduced a systematic approach for 
energy and cost analysis of building envelop using 
ArchiCAD, DesignBuilder and Vico Office.  Venkatraj 
et al. [45] used Kieran Timberlake’s Tally and Autodesk 
Green Building Studio (GBS) to compute embodied and 
operating energy respectively. The study quantitatively 
revealed that altering the amount of insulation, glazing 
type, window to wall ratio and depth of external shades 
to reduce operating energy may lead to the use of energy-
consuming. Rodrigues et al. [46] compared the 
performance of GBS and ECO.AP for energy analysis. It 
was revealed that GBS is suitable at the early design stage 
of a building with poor performance. Galiano-Garrigós et 
al. [47] revealed that GBS, Herramienta Unificada Lider-
Calener (HULC), Sefaira and DesignBuilder perform 
better than other energy supply tools because their values 
were close to the real values. Galiano-Garrigós et al. [47] 
suggested that incorporating crossed ventilation or 
thermal energy inertia could help minimise the 
differences in values between simulations and real 
energy and CO2 emissions values.  

It is observed that most of the studies were aimed at 
developing a plugin, while only Li et al. [48] developed 
a methodology by integrating Dynamo and “Amap” 
WMS. Furthermore, LEED GBCS is the only one 
considered in all the four studies that have attempted the 
automation location analysis credits. Over 70% of 
existing studies use Google Map API due to its versatility 
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and flexibility. However, there is a need to explore other 
WMS to explore strengths and weaknesses. It has been 
established that the “Amap” WMS has geographical and 
language limitations, influencing its adoption in other 
locations. 

Water is an essential part of GB, which account for a 
significant portion of most existing GBCS. There is a 
lack of research regarding automating BIM for water 
efficiency analysis [49], although some existing BIM-GB 
applications such as EnergyPlus, EcoDesigner and 
Ecotect offer metrics on water usage analysis. Recently, 
Liu et al. [50] developed a water efficiency framework 
for sustainable building design and construction 
management, which is yet to be validated. The 
framework would act as a road map for potential software 
development in future. However, there is a need to 
develop an adaptable plugin or framework for GBCS 
based analysis.  

Al-Ghamdi and Bilec [51] conducted a comparative 
assessment of three common LCA tools (SimaPro, 
Athena Environmental Impact Estimator, and Kieran 
Timberlake’s Tally). The study revealed discrepancies in 
the selected LCA tools due to different methodologies 
and databases used for calculations. As a result, there is 
10% and 17% variation in terms of embedded and 
operational impacts, respectively. Similarly, Schultz et al. 
[52] conducted a comparative analysis between Athena 
Impact Estimator and Kieran Timberlake’s Tally. It was 
stressed that there is a disconnection between design and 
sustainability assessment at the early stage of buildings. 
Furthermore, it was revealed that there is a lack of an 
elaborate database for the LCA of materials. Also, there 
is a need for existing and new sustainability tools to 
incorporate the concept of transparency and to 
benchmark in LCA evaluation. 

Ahmad and Thaheem [35] stressed that BIM still has 
a long way to go to integrate the social dimension of 
sustainability into BIM. Also, the economic aspect of 
sustainability is not left out of this trend. Incorporating 
corporate social responsibility (CSR) and BIM into 
GBCS gives it the ability to act as a “social integrative 
system” [53]. Reychav et al. [53] established that existing 
BIM guidelines only focused on stakeholder 
management, teamwork, and participation. It was 
revealed that tenants are not involved in a project's design 
and construction stage, which negates the equity aspect 
of social sustainability. The research also presented CSR 
as a basis for BIM and sociocultural sustainability 
integration. 

Additionally, Zanni et al. [54] argued that a clear line 
of communication aid an effective, sustainable building 
design process. This emphasises the need to keep project 
stakeholders, including end-users (tenants), abreast with 
up-to-date information regarding the project. Similarly, 
Kim et al. [55] used the number of workers needed to 

represent the social aspect of a large-scale development 
master plan sustainability assessment. Subsequently, 
Ahmad and Thaheem [35] developed a conceptual 
framework for social sustainability assessment BIM 
plugin applicable to residential buildings.  

Future Research Directions in BIM-GBCS Domain 

Firstly, it is evident that there is still disagreement 
among authors regarding the GBCS credits assessable 
with BIM, which has led to gaps between BIM 
technologies and GBCS. However, different GBCS used 
in various countries have their differences, one of the 
major reasons for this disagreement. Nonetheless, it was 
observed that most of the studies that stated certain 
percentages have not thoroughly validated their 
speculations. This will help automate GBCS processes, 
which are mostly manual at the moment and reduce 
waiting time for GBCS certificates. Consequently, a 
study is required to validate the speculations in previous 
research regarding the number of credits assessable with 
BIM. Secondly, several authors have revealed different 
percentage differences between the results of BIM-GB 
software packages with no guideline in benchmarking the 
outputs for these software packages. Furthermore, the 
lack of transparency between the computation processes 
of different software packages has also fuelled the 
differences in their outputs.  

As a result, the following questions have emerged based 
on the observations of the disagreement obvious in the 
existing literature: 

• How to develop an improved GBCS 
encompassing critical GB sustainability criteria 
that can be used to validate the actual credits 
assessable with BIM technologies? 

• How to minimise the gaps between the outputs 
of existing BIM-GB analysis tools and develop 
a benchmark for their outputs? 

Sustainability consists of three critical pillars, which 
include social, economic, and environmental dimensions. 
Nonetheless, the social and economic dimensions of 
sustainability have little or no points in most of the 
existing GBCS. This questions the overall aim of 
sustainability assessments in buildings when all 
dimensions of sustainability are not considered. 
Although, studies have attempted to design new GBCS 
that will include more points for social and economic 
dimensions [7-9]. However, most of these new GBCSs 
are still yet to encompass the social and economic 
dimensions to a satisfactory level. Studies by Ahmad and 
Thaheem [35] explored the concept of social 
sustainability in the BIM-GBCS domain without 
integrating the developed indicators and frameworks into 
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any of the existing GBCS. Furthermore, a framework to 
satisfy the economic evaluation of buildings in GBCS 
and the need to integrate these social and economic 
indicator frameworks into the existing GBCS is required.  

Conclusively, the neglect spotting revealed critical 
areas that have been overlooked, under-researched, and 
lack empirical support. The neglect gaps are summarised 
below: 

• Other sustainability areas such as biodiversity, 
water, land use and ecology, socio-economic 
and acoustics have been potentially overlooked 
by researchers in the BIM-GBCS domain.  

• The need to extend further research to include 
other prominent GBCS which have been 
neglected because most existing studies focused 
on the LEED GBCS.  

• Lack of framework or guideline for evaluating 
software packages to be used in GBCS 
evaluations. 

• There is a lack of empirical support for 
ontology-based BIM-GBCS and current 
literature focus only on the Chinese ESGB.  

Based on the extensive literature review, gap-spotting 
and consideration of different perspectives outlined, the 
following key areas are essential for future research in the 
BIM-GBCS domain as summarised below:   

• Development of a holistic framework for BIM-
GBCS integration: there is scanty literature on 
the holistic application of BIM for GBCS. 
Different GBCS have unique credit categories 
as a result of geographical differences.  

• Development of framework or guideline for 
evaluating software packages to be used for 
GBCS evaluations: there is a need to develop a 
framework or guideline that will assist GB 
professionals in selecting the best software 
packages to be used for the building evaluation.   

• Minimising the gap between simulation 
outputs from GB analysis tools and real-world 
values: It is observed that there are still 
differences between GB analysis tools and real 
values. In some scenarios, these differences are 
large, and it questions the integrity of existing 
GB analysis tools.  

• Integrating BIM and ontology for GBCS 
credits evaluation: Currently, there are few 
pieces of literature on ontology in the BIM-
GBCS domain despite the benefit ontology 
offers that have been reported in previous 
studies.  

• Integrating BDA, blockchain and IoT for 
BIM-based GBCS evaluation: Combining the 
potentials of big data analytics and the internet 

of things for BIM-based GBCS evaluation will 
enhance the GB evaluation process and as well 
reduce manpower requirements and process 
costs.   

4 Conclusion 
BIM has grown to be a useful tool in the AEC 

industry. The use of BIM to support GBCS has received 
huge attention from researchers. Particularly, between 
2019 and 2020, the number of published works increased 
significantly by 50%. This can be attributed to the effect 
of government policies and the coronavirus pandemic. 
This study presents a systemic literature review of the 
relationship between BIM and GBCS. Owing to the 
review of journal articles (n = 84) between 2009 and 2020, 
this study summarised the: (1) GBCS currently BIM-
enabled, (2) level of BIM implementation in GBCS 
sustainability areas, and (3) areas for further research in 
the BIM-GBCS domain.  

The main findings of this study include the following; 
Firstly, the current body of research has solely 
concentrated on the environmental dimension of 
sustainability while the social and economic dimensions 
are neglected in the BIM-GBCS. There is a need to 
maintain a balance across the dimensions of 
sustainability. Secondly, the study revealed that 
biodiversity, water, land use and ecology, socio-
economic and acoustics had been potentially neglected in 
the BIM-GBCS domain. As a result, there is a need for 
thorough research to address these gaps. Additionally, 
the study will serve as a background for future research 
works in the BIM-GBCS domain as it highlights the gaps 
for future studies.  
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Abstract -
The majority of innovative approaches in the realm of the 

retrospective generation of building information models for 
existing structures deal with geometry extraction from point 
clouds or engineering drawings. However, many building-
specific o r o bject-specific at tributes fo r th e en richment of 
building models cannot be inferred from these geometric 
and visual data sources, and thus their acquisition requires 
the analysis of textual building documentation. One type of 
such documents are structural bridge records, which include 
specifications r egarding u sed m aterial, l ocation, structural 
health, modifications, a nd a dministrative d ata. T he docu-
ments are semi-structured and hardly allow a robust infor-
mation extraction based on traditional programming, since 
the implementation of such an approach would result in a 
complex nesting of conditional clauses, which is not guaran-
teed to remain effective for future versions of the document 
structure. Therefore, a data-driven approach is adopted for 
the information extraction. This paper demonstrates an end-
to-end semantic enrichment method, taking a bridge status 
report as input and feeding structured object parameters di-
rectly to the building information modeling software for the 
enrichment of the model. The proposed method requires lit-
tle user interaction and achieves production-ready accuracy. 
It is tested on an as-built model of an actual bridge and shows 
promising results.

Keywords -
Building information modeling; Information 

extraction; Semantic enrichment; Natural language 
processing; Named entity recognition; Machine learning

1 Introduction

In the operations and maintenance phase of a structure, 
building information modeling (BIM) can facilitate the ac-
cess to important condition data. [1] For the majority of 
the bridges currently in use, however, an as-is model does 
not exist. [2] Since the manual and retrospective modeling 
of these structures is a demanding task even for expert 
engineers [3], current research aims at the full or partial

automation of the task. The geometrical aspect of the
model is mostly dealt with by the acquisition and process-
ing of point clouds, images or construction plans. [4, 5]
In any case, to produce a useful BIM model, not only the
structure’s geometry, but also semantic information about
the covered parts has to be provided and included into
the model. [6] This sort of information is hardly present
in 2D drawings and not at all in point clouds or images.
Therefore, additional sources of information have to be
utilized. For bridges specifically, these can be documents
like structural records or inspection reports.

In particular, this study deals with the automatic ex-
traction of the needed information from structural bridge
records and the integration of the discovered information
into bridge models with BIM software. The source doc-
uments are text-based and semi-structured in the sense
that the data is represented in an almost tabular manner,
which is however not encoded as a formal table in the
document. This is to facilitate the common exchange and
storage of the documents in widely available formats such
as PDFs. For that purpose, multiple strategies are pur-
sued to extract the textual data, and to fill in pre-defined
building part attributes. After the relevant information is
extracted, it is fed into the modeling software Autodesk
Revit by means of an import tool developed with the open
source visual programming language Dynamo. The pro-
posed method therefore represents an end-to-end semantic
enrichment procedure for bridge digital twins. Both labor-
intensive tasks, namely the extraction of information from
text documents and its integration into BIM models, are
addressed by the method. This study therefore contributes
to automating the process of semantic enrichment.

The paper is organized as follows: In Section 2, an
overview of existing semantic enrichment approaches for
digital twins is provided. Also, prior works towards infor-
mation extraction from bridge documents are listed. Sec-
tion 3 gives deeper insight into the structure of the source
document type for this study and deals with the underly-
ing implementation of the proposed information extraction
method. It also includes an overview of the model enrich-
ment procedure. In Section 4, the information extraction
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method is tested by using a test set of admissible bridge
records. To give an impression of the practical value pro-
vided by the methodology, it is demonstrated in Section
5 by the example of a real world bridge, along with its
respective BIM geometry and the carried out enrichment.
Section 6 concludes the paper by discussing some of the
methodology limitations and an outlook to future works.

2 Related Works
Though the number of scientific contributions on the

subject of semantic enrichment of BIM models is limited,
the studies [7, 8, 9] provide elaborate literature reviews.
Previous works have focused mainly on inferring semantic
information from the BIM model geometry itself. Belsky
et al. [10] presented the SeeBIM software, which allows
engineers to manually define rules to create new object
relations in BIM models according to the defined condi-
tions. For example, adjacent objects can be aggregated
if certain requirements are fulfilled, e.g., matching object
types and near proximity. An extension of the software is
shown in [11], which also includes the possibility to add
alphanumerical information from external sources (e.g.,
bridge management systems provided by highway agen-
cies) to the model. Bloch and Sacks [8] presented an
approach to enrich objects with a semantic specification
by inferring it from their geometry with the help of ma-
chine learning. In particular, in this example, the room
types of a building story are inferred from the floor plan
geometry. In comparison with a rule-based approach, the
machine learning approach shows superior results in this
example. In an approach by Isailović et al. [12], damage
information is gathered by means of point cloud acqui-
sition and processing and is later inserted into the BIM
model of a bridge. In this example, the model is enriched
with detailed geometric and with semantic information.
A difference of the method proposed in this paper to

most of the previous semantic enrichment approaches is
the source of the additional semantic information. In-
stead of inferring the semantic information directly from
the model’s parts (e.g., by their shape and adjacencies),
in this approach, external documents are consulted and
processed.
On the subject of information extraction, there have

been some publications with application in the built envi-
ronment as well: Liu and El-Gohary [13] applied a CRF-
based named entity recognition approach to extract infor-
mation about deficiencies, their causes and other related
entities from bridge status reports. Using their devel-
oped bridge deterioration ontology [14], they made use of
domain-specific semantics to improve the NER classifier.
The corpus used in their study consists of the reports for
multiple bridges, each includingmany years of bridge con-
dition records, and is written in natural language. Moon

et al. [15] followed a similar method, while choosing a
Bi-LSTM architecture instead of the CRF model. Also,
they made use of the active learning concept to reduce the
annotation effort. Capitalizing on the US National Bridge
Inventory database, Li and Harris [16] created a text cor-
pus from Virginia bridge status reports. They trained a Bi-
LSTM-CRF classifier to recognize damage types, damage
severity and the respective locations in the bridges. It was
shown that the model outperforms alternative models for
the task at hand [17]. Li et al. [18] propose an innovative
recognition method for both flat and nested named enti-
ties in bridge inspection reports. It is based on the BERT
language model, a Bi-LSTM neural network and uses lexi-
con augmented word embeddings. Their approach mainly
differs from previous approaches by the novelty that the
question-answering technique is used to find the desired
entities (name, structural elements, location, defects, de-
scriptions) in the text. Liu and El-Gohary [19] developed
a dependency parsing method to extract the relations be-
tween found entities in bridge reports. They used semantic
and syntactic features of the text to train a neural network
ensemble classifier and achieved promising results, both
for the entity-level recognition and the relation extraction.
Inspired by the literature, multiple machine learning mod-
els are tested in this study.

3 Methodology
For the understanding of the method presented in the

following sub-sections, it is useful to have a basic idea
of the source documents’ structure. Each bridge record
in the document corpus follows a strict table of contents
and all reports include the same chapters. However, it is
not guaranteed for each chapter to actually display con-
tent. If a certain piece of information is not provided, the
respective section in the document might be empty. Also,
even though the chapters themselves are organized in a
very structured way, there exist certain exceptions to that
structure, e.g., if special works have been carried out on
site and are documented accordingly. After all, varying
bridge designs also come with varying document struc-
tures – may it be for different numbers of parts or even
whole part-structures.
Provided by the regional highway agencies, the records

list bridge details such as administrative data (owner, oper-
ator), geometric data (position, coordinate system, align-
ment), mechanical information (material, steel grade, coat-
ing) and various other types of information. For a human
reader, the documents appear to have tabular structure.
However, encoded in the PDF files is only line-by-line
text with lots of white space and formatting, which makes
the documents appear like tables. To recreate the tabular
structure, one cannot rely on the occurrence of specific
keywords or line-breaks, as the included keys vary from
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Figure 1. Process diagram of the presented end-to-end extraction and enrichment process.

document to document and as slight imperfections in the
formatting are an issue. A traditional programming ap-
proach based on regular expression will therefore require
an infeasible number of rules and rule exceptions to extract
keys and values. Thus, this particular document structure
emphasizes the need for a flexible text interpreter.

3.1 Training dataset

To train the machine learning model discussed in Sec-
tion 3.3, a sufficiently large training dataset is necessary.
Therefore, a total of 38 status reports are gathered, pre-
processed and annotated manually to be suited for training
the neural network and validating the method. The reports
cover road and highway bridges in the state of North-Rhine
Westfalia in Germany. In total, 98 distinct labels are to be
differentiated. Each label represents a parameter name to
be extracted with its respective value. Within this study, it
is assumed that the documents are free of contradictions,
i.e., each parameter is assigned a single value.
It is noted that, depending on the types of bridges involved
(e.g., truss or beam bridge) and the used construction ma-
terial (e.g., steel or concrete), a suitable set of training data
files has to be selected to include training cases for all the
desired pieces information from the reports.

3.2 Pre-processing

Since the documents originally are in PDF format, the
textual data is first detached from the typeset document
with the use of a PDF manipulation library. Since there
is no inherent table structure in the documents, it is con-
verted fromPDF to TXT format line-by-line. Excesswhite
space is removed. Having each report present in TXT for-
mat, they are segmented in accordance with the highest
hierarchy level of the table of contents, which is the only
structure of the document relied upon. This segmentation
shortens the length of the individual sequences being fed
to the model, and with it the number of unique labels a
single model has to differentiate. This is because separate
models are trained for each of the document sections (c.f.
Section 3.3). After the the segmentation, the training text
files are annotated manually, labeling the values of the
key-value pairs with the name of the key (see Fig. 2. This
label choice facilitates the post-processing, as a mapping
from a predicted label to a word sequence will directly
represent a key-value pair. Moreover, the labels are given
prefixes according to the CoNLL 2002 benchmark format
[20], i.e., the label of the first token in an entity is extended
by the prefix “B-”, all the following tokens of the entity
receive the prefix “I-”. This doubles the number of distinct
labels to 196.
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Bauteil Unterbau

Baustoff Stahl Stahlgüte S 235

B-MAT B-SGR
I-SGR

B-BPT

Figure 2. Example of the labeling scheme in a doc-
ument excerpt. Key names are the label names for
the values: Bauteil (building part)→ BPT, Baustoff
(material)→MAT, Stahlgüte (steel grade)→ SGR.
Prefixes are in accordance with CoNLL 2002 [20]
format.

3.3 Extraction Algorithm

Without all the imperfections to the document structure
mentioned in Section 3, a hard-coded approach based on
regular expressions would be the ideal way to extract the
needed information, however, it simply does not comewith
the flexibility needed in order to deal with the status reports
at hand. Therefore, a more tolerant, data-driven approach
is adopted, enabling the processing of documents with
slightly different structure, and even for possible future
changes to the standard structure.
A fitting candidate approach are recurrent neural net-

works (RNNs), which are well-suited for sequence pro-
cessing and have proven useful in all sorts of natural
language processing tasks. Hochreiter and Schmidhu-
ber [21] introduced Long-Short-Term-Memory (LSTM)
RNNs, which are, in contrast to simple RNNs, able to
deal with much longer sequences. Since the bridge record
chapters typically include hundreds of words, LSTMs are
chosen for the task. Furthermore, bi-directional LSTMs
(Bi-LSTMs) may provide an additional advantage over
LSTMs, since they can infer a word’s label not only with
the knowledge of all words before it, but also those af-
ter the particular words. This may be of use especially
in those situations, in which a certain key word does not
have an associated value following it, if the information
is missing. A one-directional LSTM may tend to falsely
interpret the following word as a value whatsoever, where
a Bi-LSTM may handle the situation better, supposedly.
Another possible extension to the model is to append a
conditional random field (CRF) layer, which may improve
the performance as well [22]. A CRF infers token labels
based on the conditional probability that a label occurs
given the neighboring labels, thus, it takes the context into
account. In the course of this study, multiple model archi-
tectures are tested for the sequence tagging: (1) a CRF, (2)
an LSTM, (3) an LSTM + CRF layer, (4) a Bi-LSTM, (5)
a Bi-LSTM + CRF layer, and (6) a Bi-LSTM followed by

another LSTM and a CRF layer. As a classification layer, a
fully connected (FC) layer is inserted after the LSTM lay-
ers. It serves as a hidden layer in the models which include
a CRF for classification. Also, to transform tokens to a
vector representation, each model includes an embedding
layer, mapping words to vectors of size 𝑑𝑒. All included
LSTM layers have the hidden dimension ℎ𝑑 .
To find the set of best hyper-parameters for each of the

model architectures, a Bayesian optimization was run with
the help of the KerasTuner library [23] to find concrete
values for the hidden dimension 𝑑ℎ and the embedding
dimension 𝑑𝑒. The optimal hyper-parameters found for
the models being applied to the dataset at hand are sum-
marized in Table 1. All the listed models are trained and
evaluated in Section 4.

Table 1. Model hyper-parameters found with
Bayesian Optimization, by model design.

Model design 𝑑ℎ 𝑑𝑒
LSTM 256 928
Bi-LSTM 320 1024
LSTM + CRF 800 896
Bi-LSTM + CRF 512 1024
Bi-LSTM + LSTM + CRF 32 768

3.4 Post-processing

As the model’s output is simply a tagged sequence, it
needs to be cast into a tabular form for further use. There-
fore, consecutive tokens with matching tags are simply
concatenated and condensed to a single key-value entry in
the output table. The output is saved as a CSV file to serve
as input to the desired BIM software.
It is noted that incorrect predictions can lead to contra-

dictory value assignments. Therefore, after the automatic
processing of the documents, an engineer still has to ex-
amine the output file and resolve potential conflicts.

3.5 Model Enrichment

Dynamo for Revit is a Python-based visual program-
ming tool that is available to Revit users to allow visually
constructed scripts and logic. It allows communication
with the Revit API in Python which is a great advantage
for developers and enables the automatic enrichment of
the BIM model as follows:
One step in the process of BIM modeling is the creation
of parameters in Revit. However, it is also one of the
most time-consuming processes since the creation of the
parameters and assigning their values are typically done
manually. The complexity goes to great heights when the
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Figure 3. Schematic view of the best performing model design. The example sequence translates to: “Building
part substructure building material steel steel grade S 235 supplier”

project has thousands of elements and many layers of clas-
sification. Whereas the Revit API provides a great value
in automating processes, it does not contain methods of
creating project parameters and for that, a workaround is
performed through the use of shared parameters. The de-
veloped program reads the parameter names and values
from the CSV output file of the RNN model. This data
is further processed and grouped in Dynamo. The pro-
cessing of parameters and values includes supplementing
them with information to make them readable in Revit.
These supplements include adding the data type of each
value and choosing the element category for which the
list of parameters will be created. After that, the program
reads the values and links each parameter with the correct
value in order to complete the process of semantic en-
richment. In addition, a graphical user interface has been
created for the program to be user-friendly and add a level
of flexibility for the users. Moreover, the program is in-
tegrated with Revit as an add-in in the Revit ribbon to act
as a complementary built-in tool to serve the automation,
optimization, and ease of use.

4 Validation
To ensure the satisfactory performance of the chosen

sequence tagging model, a 10-fold cross-validation exper-
iment is carried out with the annotated corpus. In each of
the 10 runs, the dataset is split into 10 parts, thereof 9 for

training and one for testing. The performances are aver-
aged to compute the final performance scores summarized
in Table 2. The precision 𝑃 and the recall 𝑅 are defined
by

𝑃 =
#TP

#TP + #FP

and 𝑅 =
#TP

#TP + #FN ,

where #TP is the number of true positives, #FP is the
number of false positives and #FN is the number of false
negatives in the sequence tagger’s predictions. The F1
score is the harmonic mean of precision and recall. Since
the Bi-LSTM-CRF shows the best performance among
the tested model designs, it is selected for the information
extraction pipeline.
The models are implemented in TensorFlow 2.7 [24], and
all computations are executed under Ubuntu 20.04.3 LTS
using an NVIDIA A100 GPU.

5 Demonstration

To test the proposed method on a real-world example,
the highway bridge Hachmannbrücke, located in Ham-
burg, Germany, ismodeled inAutodeskRevit and enriched
with information from its respective bridge record. The
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Table 2. Performance scores of the model variations
in the 10-fold cross-validation experiments. Each
number represents the averaged result from testing
the model on the test set of each of the 10 folds.

Model design P R F1
CRF 0.430 0.437 0.416
LSTM 0.970 0.966 0.965
LSTM + CRF 0.959 0.959 0.957
Bi-LSTM 0.967 0.964 0.963
Bi-LSTM + CRF 0.970 0.969 0.967
Bi-LSTM + LSTM + CRF 0.958 0.957 0.955

model comprises 1481 elements.
The user interface is depicted in Figure 4 and aids the

engineer as follows: The information extraction pipeline
takes a bridge record as input and outputs a CSV file. The
user imports the file via the GUI (1) and proceeds with the
selection of parameters and their respective values to be
imported (2). The GUI snippets (4) and (5) depict the cre-
ated and the enriched element parameters of the model (3),
respectively. In the shown example, new parameters are
assigned to elements of the category Fundamente (foun-
dations), e.g., Hauptbaustoff (material) and Baujahr (year
of construction). Without additional user input, they take
the values as extracted from the original bridge record.
In this example, the method achieves an accuracy of

86%, given the parameter names listed in Figure 4. All
of them are extracted correctly, except the parameter Be-
merkungen (i.e., remarks). Presumably, this is because
remarks can have arbitrary content, contrarily to parame-
ters like steel grade or year of construction, which have a
limited set of possible values and are, thus, more likely to
be recognized by the model.
Without the trained extraction method and the designed

Revit GUI, the user has to read into the PDF file, find
the desired values, create the needed parameters for the
relevant objects and assign the values to them one-by-
one. For the selected parameters to be imported, the pro-
posed method greatly facilitates the process compared to
the manual editing of model file. Nonetheless, this semi-
automatic model enrichment process still depends on a
proficient user and their understanding of the Revit soft-
ware.

6 Conclusions
Few approaches in the research subject of retrospective

BIM model creation deal with the semantic enrichment of
bridge models, and if they do, their focus is mostly on in-
ferring information from geometry. This paper, however,
demonstrates the value of text documents as a source of in-
formation for semantic enrichment. The study’s contribu-

tions are twofold: First, an ML-based information extrac-
tion algorithm is proposed for the processing of structural
bridge records provided by German highway agencies. It
shows promising performance in the cross-validation ex-
periments and for the real-world example document. Sec-
ond, an end-to-end pipeline is developed for the semantic
enrichment of bridge BIMmodels, including anML-based
information extraction method and a Dynamo tool to in-
corporate the data into themodel. The data integration tool
is also available as a Revit add-in, which might promote
industry acceptance.
However, the presented approach has three main draw-

backs: First, it is limited to bridges and, moreover, to
these very kind of documents, at least as far as no other
training data is provided. Second, it has only been tested
for Revit for now, but since the extracted data is stored in
an open format, it can serve as input data for other BIM
modeling software or for the enrichment of models saved
in IFC format as well. Lastly, as the post-processing does
not include any semantic processing to ensure the quality
of the results, it is advisable for an engineer to check the
exported file for errors before importing it to the model. In
follow-up studies, it is anticipated to automate this check
for the most apparent extraction errors.

Acknowledgements
This research is conducted as part of the BIMKIT

project, funded by the German Federal Ministry for Eco-
nomic Affairs and Climate Action. The authors would
like to express their gratitude towards Schüßler-Plan In-
genieurgesellschaft, who generously provided the bridge
model for the demonstration in Section 5, and towards
Hamburg Port Authority, the owner of the bridge. Also,
the authors thank both the Landesbetrieb Straßen NRW
and the Autobahn GmbH for making available enough
bridge status reports to train and test our developed algo-
rithms thoroughly.

References
[1] Jack C. P. Cheng, Qiqi Lu, and Yichuan Deng. An-
alytical review and evaluation of civil information
modeling. Automation in Construction, 67:31–47,
2016. doi:10.1016/j.autcon.2016.02.006.

[2] Rebekka Volk, Julian Stengel, and Frank Schult-
mann. Building Information Modeling (BIM) for
existing buildings — Literature review and future
needs. Automation in Construction, 38:109–127,
2014. doi:10.1016/j.autcon.2013.10.023.

[3] André Borrmann, Markus König, Christian Koch,
and Jakob Beetz. Building Information Model-
ing: Why? What? How? In André Borrmann,

180

https://doi.org/10.1016/j.autcon.2016.02.006
https://doi.org/10.1016/j.autcon.2013.10.023


39𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

create 
parameters

Bridge BIM model3

4

5

1

2

assign values

User Interface

Figure 4. Illustration of the model enrichment user interface. 1: GUI to select the input CSV file, 2: GUI to
accept user input to define which element categories should be assigned the respective extracted values, 3: BIM
model image, 4: parameter table after parameter creation, 5: parameter table after value insertion.

Markus König, Christian Koch, and Jakob Beetz,
editors, Building Information Modeling: Technol-
ogy Foundations and Industry Practice, pages 1–
24. Springer International Publishing, Cham, 2018.
doi:10.1007/978-3-319-92862-3_1.

[4] Viorica Pătrăucean, Iro Armeni, Mohammad Na-
hangi, Jamie Yeung, Ioannis Brilakis, and Carl Haas.
State of research in automatic as-built modelling.
Advanced Engineering Informatics, 29(2):162–171,
2015. doi:10.1016/j.aei.2015.01.001.

[5] Lucile Gimenez, Jean-Laurent Hippolyte, Sylvain
Robert, Frédéric Suard, and Khaldoun Zreik. Re-
view: reconstruction of 3D building informa-

tion models from 2D scanned plans. Jour-
nal of Building Engineering, 2:24–35, 2015.
doi:10.1016/j.jobe.2015.04.002.

[6] Christian Koch and Markus König. Data Model-
ing. In André Borrmann, Markus König, Chris-
tian Koch, and Jakob Beetz, editors, Building In-
formation Modeling: Technology Foundations and
Industry Practice, pages 43–62. Springer Interna-
tional Publishing, Cham, 2018. doi:10.1007/978-
3-319-92862-3_3. URL https://doi.org/10.
1007/978-3-319-92862-3_3.

[7] Nouha Hichri, Chiara Stefani, Livio De Luca, and
Philippe Véron. Review of the "as-built BIM" ap-

181

https://doi.org/10.1007/978-3-319-92862-3_1
https://doi.org/10.1016/j.aei.2015.01.001
https://doi.org/10.1016/j.jobe.2015.04.002
https://doi.org/10.1007/978-3-319-92862-3_3
https://doi.org/10.1007/978-3-319-92862-3_3
https://doi.org/10.1007/978-3-319-92862-3_3
https://doi.org/10.1007/978-3-319-92862-3_3


39𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

proaches. In International Archives of the Pho-
togrammetry, Remote Sensing and Spatial Informa-
tion Sciences, volume XL-5-W1, pages 107–112,
Trento, Italy, 2013. doi:10.5194/isprsarchives-XL-
5-W1-107-2013.

[8] Tanya Bloch and Rafael Sacks. Comparing
machine learning and rule-based inferencing for
semantic enrichment of BIM models. Au-
tomation in Construction, 91:256–272, 2018.
doi:10.1016/j.autcon.2018.03.018.

[9] Fábio Matoseiro Dinis, João Poças Martins,
Ana Sofia Guimarães, and Bárbara Rangel. BIM
and Semantic Enrichment Methods and Applica-
tions: A Review of Recent Developments. Archives
of Computational Methods in Engineering, 2021.
doi:10.1007/s11831-021-09595-6.

[10] Michael Belsky, Rafael Sacks, and Ioannis
Brilakis. Semantic Enrichment for Building In-
formation Modeling. Computer-Aided Civil and
Infrastructure Engineering, 31(4):261–274, 2016.
doi:10.1111/mice.12128.

[11] Rafael Sacks, Ling Ma, Raz Yosef, Andre Bor-
rmann, Simon Daum, and Uri Kattel. Semantic En-
richment for Building Information Modeling: Pro-
cedure for Compiling Inference Rules and Opera-
tors for Complex Geometry. Journal of Comput-
ing in Civil Engineering, 31(6):04017062, 2017.
doi:10.1061/(ASCE)CP.1943-5487.0000705.

[12] Dušan Isailović, Vladeta Stojanovic, Matthias
Trapp, Rico Richter, Rade Hajdin, and Jür-
gen Döllner. Bridge damage: Detection, IFC-
based semantic enrichment and visualization. Au-
tomation in Construction, 112:103088, 2020.
doi:10.1016/j.autcon.2020.103088.

[13] Kaijian Liu and Nora El-Gohary. Ontology-based
semi-supervised conditional random fields for auto-
mated information extraction from bridge inspection
reports. Automation in Construction, 81:313–327,
2017. doi:10.1016/j.autcon.2017.02.003.

[14] Kaijian Liu and Nora El-Gohary. Semantic Mod-
eling of Bridge Deterioration Knowledge for Sup-
porting Big Bridge Data Analytics. In Construc-
tion Research Congress 2016: Old and New Con-
struction Technologies Converge in Historic San
Juan, pages 930–939, San Juan, Puerto Rico, 2016.
doi:10.1061/9780784479827.094.

[15] SeonghyeonMoon, Sehwan Chung, and Seokho Chi.
Bridge Damage Recognition from Inspection Re-

ports Using NER Based on Recurrent Neural Net-
work with Active Learning. Journal of Performance
of Constructed Facilities, 34(6):04020119, 2020.
doi:10.1061/(ASCE)CF.1943-5509.0001530.

[16] Tianshu Li and Devin Harris. Automated construc-
tion of bridge condition inventory using natural lan-
guage processing and historical inspection reports.
In Nondestructive Characterization and Monitoring
of Advanced Materials, Aerospace, Civil Infrastruc-
ture, and Transportation XIII, volume 10971, pages
206–213, 2019. doi:10.1117/12.2514006.

[17] Tianshu Li, Mohamad Alipour, and Devin K. Har-
ris. Context-aware sequence labeling for condition
information extraction from historical bridge inspec-
tion reports. Advanced Engineering Informatics, 49:
101333, 2021. doi:10.1016/j.aei.2021.101333.

[18] Ren Li, Tianjin Mo, Jianxi Yang, Dong Li, Shixin
Jiang, and Di Wang. Bridge inspection named en-
tity recognition via BERT and lexicon augmented
machine reading comprehension neural model. Ad-
vanced Engineering Informatics, 50:101416, 2021.
doi:10.1016/j.aei.2021.101416.

[19] Kaijian Liu and Nora El-Gohary. Semantic Neural
Network Ensemble for Automated Dependency Re-
lation Extraction from Bridge Inspection Reports.
Journal of Computing in Civil Engineering, 35
(4):04021007, 2021. doi:10.1061/(ASCE)CP.1943-
5487.0000961.

[20] Erik F. Tjong Kim Sang. Introduction to the
CoNLL-2002 Shared Task: Language-Independent
Named Entity Recognition. In COLING-02: The 6th
Conference on Natural Language Learning, pages
155–158, Taipei, Taiwan, 2002. URL https:
//aclanthology.org/W02-2024.

[21] Sepp Hochreiter and Jürgen Schmidhuber. Long
Short-term Memory. Neural computation, 9:1735–
80, 1997. doi:10.1162/neco.1997.9.8.1735.

[22] Zhiheng Huang, Wei Xu, and Kai Yu. Bidirectional
LSTM-CRF Models for Sequence Tagging. 2015.
arXiv: 1508.01991.

[23] TomO’Malley, Elie Bursztein, James Long, François
Chollet, Haifeng Jin, Luca Invernizzi, and others.
Keras Tuner, 2019. URL https://github.com/
keras-team/keras-tuner.

[24] Martín Abadi, Ashish Agarwal, Paul Barham, Eu-
gene Brevdo, Zhifeng Chen, and others. TensorFlow:
Large-Scale Machine Learning on Heterogeneous
Systems, 2015. URL https://www.tensorflow.
org/.

182

https://doi.org/10.5194/isprsarchives-XL-5-W1-107-2013
https://doi.org/10.5194/isprsarchives-XL-5-W1-107-2013
https://doi.org/10.1016/j.autcon.2018.03.018
https://doi.org/10.1007/s11831-021-09595-6
https://doi.org/10.1111/mice.12128
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000705
https://doi.org/10.1016/j.autcon.2020.103088
https://doi.org/10.1016/j.autcon.2017.02.003
https://doi.org/10.1061/9780784479827.094
https://doi.org/10.1061/(ASCE)CF.1943-5509.0001530
https://doi.org/10.1117/12.2514006
https://doi.org/10.1016/j.aei.2021.101333
https://doi.org/10.1016/j.aei.2021.101416
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000961
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000961
https://aclanthology.org/W02-2024
https://aclanthology.org/W02-2024
https://doi.org/10.1162/neco.1997.9.8.1735
https://github.com/keras-team/keras-tuner
https://github.com/keras-team/keras-tuner
https://www.tensorflow.org/
https://www.tensorflow.org/


39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

BIM-Integration of Light Construction Equipment 

M. Schöberla, S. Offingera, T. Goldfußa, S. Kesslera and J. Fottnera

aChair of Materials Handling, Material Flow, Logistics, Technical University of Munich, Germany 
E-mail: max.schoeberl@tum.de

Abstract – 
BIM (Building Information Modeling) has become 

increasingly important in recent years. At the center 
of BIM is the digital information model of a building. 
While such information models are already used 
intensively in building construction for small-scale 
robotic applications, digital models are only used for 
large-scale measures and machines in civil 
engineering. Light construction equipment has not 
yet been integrated into digital construction 
management in civil engineering despite its manifold 
potentials. This publication therefore takes a closer 
look at the integration of light construction 
equipment into BIM-supported digital civil 
engineering. For this purpose, the fundamentals and 
the state of the art are presented based on literature, 
and the linking of BIM and light construction 
equipment is conceptualized and validated by means 
of a compaction case study.    

Keywords – 
BIM; DTM; civil engineering; digital 

construction; light construction equipment; 
information models 

1 Introduction 
BIM (Building Information Modeling) has become 

increasingly important in recent years [1]. The digital 
model of a building is at the center of BIM. This 
contains both three-dimensional geometric information 
and non-geometrical information such as materials, 
costs, and technical properties, and is therefore 
characterized by a high level of information depth [2].  

Due to this development, BIM is also 
increasingly entering the focus of construction 
equipment manufacturers. Construction 
equipment is to be integrated with BIM so that 
efficiency potentials can be exploited and new 
business models can be developed. This will 
enable construction equipment to be 
increasingly integrated into the construction value 
chain, reducing costs and increasing safety and 
efficiency [3]. 

While this integration is fully underway for newly 
developed construction robot concepts and heavy 
earth-moving machines (see section 2.2), light 
construction equipment distinguished by an operating 
weight of up to 

1.5 metric tons [4,5], like compaction plates, walk-
behind dumpsters, and trench rollers, is excluded from 
this development, leaving safety, efficiency, and cost 
reduction potentials undiscovered [6,7]. Therefore, the 
object of this paper is to investigate BIM-integration of 
light construction equipment, specifically by (2) 
depicting the current state of the art and requirements 
regarding BIM-integration of construction equipment, 
(3.1) examining the requirement gaps between heavy and 
light equipment integration, (3.2) introducing a 
conceptual framework for the integration and (4) 
conducting a compaction case study evaluating the 
framework. 

2 State of the art 
With ongoing digitalization efforts, the digital 

construction ecosystem is becoming more complex. It is 
therefore useful to depict task management before diving 
deeper into its components. Generally, tasks on a 
construction site pass three levels: project management, 
work instruction, and execution [8]. Depending on the 
type of construction (building or infrastructure), project 
management revolves around either a BIM (e. g. *.ifc) or 
digital terrain (e. g. Land*.xml) model that is enhanced 
through multiple dimensions (5D) and simulations [9]. 
Between project management and the actual execution on 
site, the respective information model must be 
transformed through a Construction Site Control System 
(CS²) in the work instruction level to form an executable 
task. The task is executed by semi-automated heavy 
equipment such as machine-controlled excavators or 
autonomous robots. Figure 1 depicts the digital task 
management on future construction sites.  
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Figure 1: Task management ecosystem on 
construction sites [8] 

A similar three-level structure is part of the ISO 
15143-4, a norm under development focusing on 
topographical data exchange on mixed fleet worksites 
[10]. It standardizes the server-to-server data exchange 
between machine-specific Vendor Integration Systems 
(VIS), more commonly known as grade- or machine-
control systems, and a general Site Management System 
(SMS) containing overall jobsite information and digital 
terrain models, as shown in Figure 2. 

 
Figure 2: Structure of topographical data 

exchange on construction sites according to ISO 
15143-4 [10] 

According to expert interviews on “building 
information modeling (BIM) in construction equipment 
scheduling and equipment-heavy operations” [11] with 
six equipment management professionals, BIM 
managers, and construction equipment developers 
conducted by the authors, five requirements must be met 
in order to integrate construction equipment into the BIM 
methodology: 

The equipment  
• must be able to receive, transform, and transmit data, 

and  
• must align itself and data collected during 

operations with the information model.   
The information model 
• must contain information necessary for the task to 

be executed by the equipment, and  
• must provide a sufficient information structure to 

include received information in a meaningful way.   
The task  
• must be sufficiently specified in both the 

information model and the software of the 
equipment.  

After this process-oriented digression, the next 
section depicts the technological fundamentals.       

2.1 Fundamentals 
In the context of this work, building information 

modeling (BIM) is defined as the “use of a shared digital 
representation of a built asset to facilitate design, 
construction, and operation processes to form a reliable 
basis for decisions” [12]. The afore-mentioned 
information models (*.ifc and Land*.xml) comply with 
this definition. A BIM-model is an object-oriented 
representation of a building, and a digital terrain model 
(DTM) is a digital representation by means of a point 
cloud and a polygon mesh of existing or planned 
topographies.  

In order to interact with these digital representations, 
automated equipment and robots must be able to align 
themselves with the information model in the digital 
environment. Therefore, automated equipment in open-
field infrastructure construction use positioning systems 
such as differential global navigation satellite system 
(DGNSS) or real-time kinematics (RTK) [13,14], while 
autonomous robots or more automated equipment in 
building construction use localization algorithms such as 
simultaneous localization and mapping (SLAM) [15,16] 
or ultra-wideband (UWB) [17]. 

Construction equipment can be classified by size or 
purpose. This paper focuses on light construction 
equipment (LE). Light refers to equipment with an 
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operating weight of up to 1.5 metric tons. This includes 
mostly hand-held and non-ride-on equipment. Most of 
the newly developed construction robot concepts fall 
under this construction equipment segment.    

2.2 State of research 
The state of research covers two main areas of effort 

regarding BIM integration of construction equipment.  
First, conventional heavy equipment is digitally 

enhanced to interact with information models.   
Bouvet et al. [18] developed a real-time localization 

system for heavy compactors that maintains a positioning 
error lower than 0.2 m with a low-cost internal sensor set.  

Heikkilä et al. [19] introduced eight modules to 
produce a fully autonomous compact excavator. These 
contain “open information modeling”, “positioning in 
accurate information system”, and “mission planning and 
work task creation” in regard to BIM-integration of 
construction equipment.  

Yamamoto et al. [20] presented an autonomous 
hydraulic excavator that uses a simplified three-
dimensional mesh of design data comparable to specific 
digital terrain models.  

Halbach and Halme [21] developed 3D graphical job 
planning tools to support an autonomous wheel loader. 
Standard information models such as DTM or BIM are 
not supported by these tools. 

Second, construction robotics researchers rely on 
information models for navigation and control purposes. 

Follini et. al. combined the Robot Operating System 
(ROS) with BIM for applications in construction logistics 
[22], specifically for navigation and task planning. 
Automatic updating of the construction process in the 
*.ifc-file is a desired future development goal [23].  

Xu et al. [24] evaluated Hilti’s Jaibot in a case study. 
The Jaibot collects design information from a modified 
BIM model. They found that characteristics of the 
information model (e. g., planning accuracy) influence 
the drilling performance. 

Brosque et al. [25] compared manual and robotic 
concrete drilling for installation hangers. The deployed 
robot accesses BIM-models with a level of development 
(LOD) of 400 for design information.   

Regarding light equipment, research projects and 
industrial applications are sparse. Light equipment 
vendors have upgraded sensor systems in recent years in 
order to obtain more data. An example is the coupling of 
telematics and compaction data, which allows the user to 
track the compaction progress in a web-application [26–
28]. Since the obtained information is solely kept in the 
respective applications and cannot be aligned with an 
information model with a higher level of information or 
geometry, integration of light equipment and BIM is still 
missing.     

3 BIM-Integration Concept 
In order to counter the missing integration of light 
equipment and BIM, this chapter introduces a general 
BIM-integration concept in section 3.1. The concept is 
enhanced with light equipment specific requirements in 
section 3.2. 

3.1 BIM-Integration of Light Equipment 
Concept 

The concept for integrating BIM and construction 
equipment comprises five essential steps derived from 
the requirements mentioned in section 2 (see Figure 2).  

1. First, the information necessary for the task must 
be included or generated in the information 
model. For this purpose, BIM or DTM software 
allows the user to check or edit the information 
model.  

2. The information must then be exported from the 
information model, which can be done using the 
*.ifc or Land*.xml standard data formats. The 
data exported in this way should focus on data 
relevant to the construction equipment operation 
to keep data traffic low and must obey a 
predefined specification of the task so that the 
meaning of the data is conserved. 

3. In order to work with the aforementioned 
information, the equipment must be technically 
able to receive and transmit information. Since 
light equipment moves freely and on different 
construction sites, a wireless network connection 
via tele- or radiocommunication is recommended.  

4. Data transformation capabilities in the 
equipment ensure adequate interpretation of the 
received and the to-be transmitted data. In 
addition to this, light equipment must be able to 
align itself and to data generated in operation 
with the information model. Sensor systems 
along with localization and object detection 
algorithms provide this ability (see 2.1).     

5. After transmitting data generated during 
operation from light equipment to the 
information model, it must be added to the 
information model for documentation or 
progress tracking purposes. In order to do so, the 
information model must follow an adequate 
information structure. BIM files in the *.ifc-
format are object-oriented and allow information 
to be added to the respective objects. DTMs in 
the Land*.xml-format can either be updated 
(new file) or the information can be added to 
each geographical point. Another option for both 
information models is to include the information 
globally, e. g., in the file-header.  
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Figure 3: BIM-integration of light construction 
equipment concept 

3.2 Light Equipment Requirements  
Light equipment poses specific requirements for BIM 

integration. Since the mean price per machine in the light 
equipment segment is small compared to heavy 
equipment [29], expensive sensors increase the overall 
price. In order to keep a product compatible, sensor costs 
must be as low as possible. 

Another characteristic of light equipment is its 
compact size and low operating weight. Therefore, the 
sensor system underlies strict space and weight 
limitations. All other requirements are similar to heavier 
equipment, e. g., robustness, easy commissioning, etc..  

The presented concept for the integration of BIM and 
light construction equipment is evaluated in a 
compaction case study detailed in the next section. For 
better traceability, the respective numbers from chapter 3 
are assigned to the individual steps below. 

4 Case Study 
To validate the concept described in section 3, the 

data exchange between an information model and a 
vibratory plate is implemented as an example. The 
objective is to specify a certain area to be compacted by 
the vibratory plate up to a certain compaction value with 
the help of an information model. This model combines 
the terrain information of a DTM with the property 

parameters of the work task in a BIM model. This 
information is used to carry out the compaction with the 
vibratory plate and transmit information about the degree 
of compaction back to the BIM model. 

4.1 Setup 
The test area consists of a ballast bed framed by 

concrete blocks in which the vibratory plate can move 
freely.  

The vibratory plate is transformed into a cyber-
physical system that can process, acquire and document 
data using the hardware components shown in Figure 3, 
and the Robot Operating System (ROS) version 2 [30]. 

 
Figure 4: Hardware structure of the light 
equipment 

A Central Processing Unit (CPU) and a Graphics 
Processing Unit (GPU) extend the vibratory plate via a 
machine interface, in order to be able to process the 
required information.  

In addition, a GNSS module generates data for global 
localization. Since the accuracy of the GNSS position 
depends on external influences, position determination 
can be improved with DGNSS (meter accuracy) or Real 
Time Kinematics (RTK) (centimeter accuracy) [31]. This 
involves using a base station to provide correction data 
that attenuates the environmental influences on the 
GNSS position (see Fig. 4). The correction data can be 
obtained from a service provider as well, but this does not 
offer the same level of accuracy as a base station. In this 
study, RTK delivers positioning data with a mean 
accuracy of 1.5 to 3.0 cm.  
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Figure 5: DGNSS and RTK concept 

 Via a WLAN interface and a router, the vibratory 
plate communicates with an external computing unit. 

4.2 Setup and Execution 
In accordance with Figure 2, Figure 6 shows the five 

necessary steps for the BIM-integration of light 
equipment. The information flows include the deployed 
data formats. The individual steps are described in detail 
below. 

 
Figure 6: Overview Case Study Operation Setup 

1. The first step in the realization of the case study 
was to create a digital terrain model of the 
construction area with the test area in (blue circle 
– see Fig. 7). 
This was done using the Autodesk Infrastructure 
and Civil 3D applications, which were used to 
generate the DTM from a point cloud.  

 
Figure 7: Digital terrain model of the construction 
site 

Subsequently, a coordinate-based surface 
was defined in Civil 3D, to which a compaction 
value was assigned. The resulting surface is 
shown in Figure 7, where a bird's eye view of 
the construction site gives an overview of the 
entire test area. 

 
Figure 8: Digital terrain model with compaction 
factor as input 

2. The data generated in this way was exported 
from Civil 3D using the *.ifc data format. The 
file obtained in this way was limited to the 
relevant information and converted into a data 
format that is readable by the machine. For this 
purpose, a python script was used. The resulting 
*.csv-file was then transferred to the vibratory 
plate. 

3. As described in chapter 4.1, the vibratory plate is 
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able to process and use the information and to 
move independently. By measuring the 
superstructure acceleration of the vibrating plate, 
conclusions about the current compaction state 
can be drawn. 

4. Based on these measurements, the vibratory plate 
executed the given work task. During execution, 
the compaction value was obtained locally by the 
vibratory plate. Matched with the GNSS position, 
the compaction value is stored locally in a 
documentation *.csv-file, which has the structure 
of a point cloud. 

5. This file was then transmitted by the vibratory 
plate and imported directly back into Civil 3D. 
The result of the import, individual compaction 
points and the associated compaction values is 
shown in Fig. 8. The scattering of the compaction 
values is due to the incompatible soil used in the 
test bed.  

 
Figure 8: Data points with position and 

compaction factor as output 

4.3 Evaluation of requirements specific to 
light equipment 

The light equipment specific requirements mentioned 
in section 3.2 of robustness, easy commissioning, light 
weight, low cost, and compact size are evaluated for the 
case study. Table 1 shows an overview of all necessary 
additional components. The requirements of robustness 
and easy commissioning are fulfilled by these 
components for a prototyping/concept purpose, but could 
be improved in future works or in mass-production. 
Weight is negligible in the case of a vibratory plate (793 
kg) due to the high weight of the base plate. The hardware 
system needed for the mentioned functionality has a total 
cost of less than 600 € (566,90 €) and requires a space of 
roughly 300 x 200 x 100 mm. The major cost drivers are 
the two needed development boards, which are RTK 
capable GNSS receivers. 

Table 1. Hardware components size and cost 

Component Size [mm] Cost [€] 
CPU + GPU 85 x 56 x 16 77,90 

Router 144 x 230 x 37 33 
2 x RTK/GNSS 

receiver 
110 x 55 456 (228 

each) 

The cost and size of the integration is small relative 
to the vibratory plate’s dimensions (1.183 x 870 x 830 
mm) and market price (10,000 €). Therefore, the 
requirements of low cost and compact size are met in this 
case study.    

5 Conclusion 
The paper at hand investigates BIM-integration of 

light construction equipment. Therefore, the state of the 
art and requirements of BIM-integration of construction 
equipment is depicted. With light equipment specific 
requirements in mind, an integration concept is 
introduced. Finally, the concept is successfully validated 
in a compaction case study.  

The case study revealed that an integration of light 
equipment and BIM methodology can comply with the 
requirements in practice. Since the case study required 
adaptions to the information model and light equipment 
as well as introduction of a standardized task description, 
future research should focus on the introduction of 
transparent interfaces between the information model and 
light equipment, as well as standardized task descriptions. 
The ISO 15143-4 standard for the exchange of worksite 
topographical data, which is currently under 
development, could prove to be an adequate starting 
point [10]. The industry should evaluate serial 
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development of the solution to become part of mass-
produced light construction equipment.  
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Abstract 

Building Information Modeling (BIM) was 
conceived as a working method for networked 
planning using software assistance. Multiple 
stakeholders in the construction industry are 
involved in the design and management of digital 
representations of the physical and functional 
characteristics of a facility in the BIM model.   

Design variant management coupled with 
documentation and recording of design knowledge 
are the main goals of this paper. The use of a BIM-
based plugin for design rationale documentation 
grantees support for other architects in the early 
design phases, to retrieve suitable building designs 
and ideas, based on their needs and architectural 
concepts. Uniting Design Episodes with different 
Variant Types allows the architects to receive 
inspiration and freely select important parameters 
for their design of the building in advance. These 
input parameters are compared with other BIM-
based design graphs, following the graph 
representation approach.  

The relevant design options and variants 
corresponding to the new project are visualised and 
stored for both current and future users. This can 
lead to cost and time savings and allow the 
possibility for future extensibility in terms of other 
analysis parameters (such as the level of detail or 
energy efficiency).  

 
 

Keywords – 
Building Information Modeling (BIM); Industry 

Foundation Classes (IFC); Early Design Phases; 
Design Decisions; Graph Representation; Design 
Episodes; Variant Types; Plugin 

1 Introduction 

1.1 The problem statement 
In the early design phases of buildings, the 

cooperation of interdisciplinary experts with architects 
and civil engineers is essential for considering the 
complex aims and requirements of a building. The 
architect attempts to find an efficient and aesthetic 
solution for the future project with the given 
specifications (e.g., sustainability) and evaluates a 
variety of designs for a building, which can result in a 
significant component of the project phase which is, on 
the one hand, only temporary but. on the other hand, can 
incur high expenses. These designs must be 
subsequently continuously coordinated and adapted 
with the other project participants [1]. In order to avoid 
the architects from designing basic concepts, such as 
floorplans, construction types or individual elements for 
each upcoming building, it is essential to provide a 
high-performance efficient solution to support design 
reuse. 

Currently many architects are using Building 
Information Modeling (BIM) because of its benefits for 
exchanging models with other stakeholders. In 
particular, BIM includes all important information and 
visualisations of the building [2]. Nevertheless, for the 
different requirements and comparisons, several BIM 
models are made during the architecture process in 
order to evaluate the advantages and disadvantages of 
the various designs of the building [3]. In addition, the 
requirements for a new project may be vague or detailed, 
depending on the components of the construction, which 
in turn complicates the architect’s work. An insufficient 
knowledge base for integrating previous experience is 
especially challenging for architects who have not been 
in practice for years [4], as they have either no or only 
limited experience with similar projects. Inadequate 
documentation of the early design process and an 
absence of transparency (in case of subjective 
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estimations) can result in mistakes [5], when adapting 
the processes of previous architects to a new project, 
and is thus problematic even for experienced architects. 

1.2 Previous research and proposed solution 
During the past years of research, a Variant Type 

concept was developed, which allows individual 
elements in a BIM model to be classified. A 
classification is made between three Variant Types, 
namely structural, functional and product variants [6]. 
In addition, a graph representation of the variants was 
established. This representation is based on the structure 
of the Industry Foundation Classes (IFC) according to 
IFC4 [7]. 

Recently, a concept for the retrieval process of 
similar building designs in the early design phase of a 
building was presented that incorporates this diversity 
of variants. This process is part of the case-based 
reasoning approach, where problems are solved using 
problems that have already been solved and proven. The 
findings provide an example of how an architect can 
select the most suitable graph for the upcoming building 
project from a graph database [8]. 

Design decisions are based on both objective and 
subjective criteria. Proper documentation of the design 
process demands recording qualitative and subjective 
assessments and decisions. To address this, Zahedi et al. 
[9] introduced the concept of Explanation Tags to 
describe and elaborate the subjective aspects of design 
decisions and enhance the design documentation and its 
future readability and reuse. Furthermore, Zahedi et. al. 
[9] presented the concept of Design Episodes to store 
various pieces and sections of design in corresponding 
segmentations that enable the traceability and reuse of 
these design ideas and concepts to address future design 
tasks and problems. 

Graph structures are useful in various disciplines to 
analyse and extract information. In the construction 
industry, they are used in the context of BIM because of 
their capacity to describe complex digital models and 
internal relationships [10]. 

1.3 Objectives and scope 
The research presented in this paper aims to identify 

a possibility to make the architect’s work more 
comprehensible in the early design phases of a building. 
In particular, the use of a plugin that can be 
implemented in a BIM-enabled environment which 
captures the knowledge of previous architects, as well 
as subjective design decisions related to existing 
buildings. 

The objective in using the tool is to capture design 
requirements for the building and to store and manage 
the information, changes and options using IFC. 

Focusing on the following two areas is of particular 
importance: 

• Retrieval of individual Design Episodes and 
Variant Types that match the selected input 
parameters in order to search for inspiration 
regarding a new project. 

• Ensure consistency of the entire design or 
individual Design Episodes through pattern 
matching of the individual BIM model graphs. 

An efficient way to apply this graph-based method 
has its origins in the field of mathematics and has 
already been successfully used in the building sector as 
well [11].  

The graph representation of BIM data models is 
generated based on the IFC data structure. Existing 
building graphs are compared with the design graphs 
described from the input parameters in terms of 
similarity and thus provide the architect with relevant 
solutions that give inspiration coming out of an existing 
case. As a result, the scope of this concept is particularly 
flexible, as the scale of view can be set in such a way 
that both entire buildings and individual design episodes, 
right down to variant types, can be compared using the 
plugin. 

2 Background 
In the following, the background information on 

which the methodological approach is based and which 
contributes to the understanding of the case study is 
specified. The importance of BIM and the IFC interface 
is briefly outlined. 

The comprehensive digital representation of a 
building information model is widely used in the 
construction industry. In contrast to the outdated 
analogue form of building drafts on paper, the use of 
BIM allows, among other things, the capture of three-
dimensional geometries, non-physical elements and 
semantic information. In particular, it enables the 
stakeholders involved in the project to use and exchange 
the same, consistent, up-to-date knowledge, and it 
covers the entire life cycle of a building (design, 
planning, construction, management, refurbishment) [2]. 

Industry Foundation Classes as an international 
standard (ISO 16739) is important for the exchange of 
the BIM data. It is an object-based file format developed 
and continuously updated by buildingSMART. IFC is 
described as an entity-relationship model that can 
represent all entities of a building that are organised and 
interconnected in an object-based inheritance hierarchy 
[12]. The IFC structure is relevant in this context 
because the graph representation of the BIM model is 
based on its internal architecture. 
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2.1 Graph representation 
Existing graph-based publications for structured data 

can be divided into two principal categories. The first 
category covers Resource Description Framework (RDF) 
graph models. The second includes property graph 
models (PGM) [13]. 

The RDF approach is often used related to linked 
data and declares graphs as a triple (subject, predicate, 
object), see figure 1. 

 
Figure 1. RDF representation of IFC Entities 

Because of the Uniform Resource Identifier (URI), 
the graphs are unique but do not have an internal 
structure. As used in the construction industry when 
comparing entire BIM models with each other, the file 
size becomes problematic when exporting complex 
buildings [14]. 

In parallel the (labelled) property graph (LPG) or 
entity centred graph approach is used for object-oriented 
programming and overcomes the limitations of the triple 
centred approach. In each edge and node, information, 
attributes or properties can be stored (Figure 2). 

 
Figure 2. LPG representation of IFC Entities 

Zhao et al. recently presented an approach, in which 
they described a method for the intact representation of 
relationships between IFC entities as an essential 
requirement for the correct classification of IFC entities 
[15]. Differences to the RFD approach are that LPGs are 
characterised by an internal, more reduced structure. 
Instances of relationships of the same type can also be 

identified so that they can be qualified or attributed [16]. 
Using graph pattern matching, several graphs or 

subgraphs can be compared with each other.  

2.2 Variant management and pattern 
matching 

This work is intended to contribute to the previous 
knowledge in this topic, where a BIM-based solution for 
the retrieval process in the early design phase of a 
building was identified [6]. Searching for similar floor 
plans currently operates on the basis of filtering with 
respect to size, type of use, number of rooms and other 
parameters. A combination of Variant Types and 
defined Design Episodes has not been made. Structure 
variants offer options to the structure of the building, for 
example the geometry of the elements. Functional 
variants refer to the functions, e.g. a room layout or 
structural engineering elements. The product variants 
include individual objects (e.g. windows) that can be 
exchanged with similar objects or other property values. 

Due to a similarity calculation, the upcoming project 
is matched with a similar building from a database of 
existing designs to provide inspiration for architects in 
early design phases [6]. Graph pattern matching is used 
for the matching method. This method has been widely 
accepted in understanding and accessing network data 
and works for both graph representations. Searching for 
a similar graph in a graph database, graph pattern 
matching finds the answers A as a set of graphs from D 
[17]. 

Based on a sample query, matching graphs are 
selected from a database that provide an answer to the 
existing query. There are two approaches for this 
process: exact pattern matching and inexact pattern 
matching [8]. The first type is characterised by a one-to-
one isomorphism of two examined graphs. In the second 
approach, similar subgraphs are examined in the overall 
graph. 

2.3 Explanation Tags and Design Episodes 
To explain and elaborate on certain aspects of design, 

an open-ended collection of Explanation Tags is offered 
within the plugin that cover many design criteria and 
concepts and may be used to assign to various design 
elements or their specific properties to justify and 
clarify the rationale behind those details and decisions. 
A particular focus has been on sustainability 
requirements in planning competitions, while designing 
the first set of Explanation Tags [18]. 

Certain parts of design can be documented and 
stored as Design Episodes. Each Design Episode in the 
plugin consists of multiple design elements, e.g., 
building components or spaces, and a name and 
description explaining this design chapter or situation. A 
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Design Episode can contain a solution for a design 
problem or a template to address a design case or 
situation [18].  

3 Methodology 

3.1 Definition of property graphs 
A labelled property graph consists of nodes or 

vertices (V), relationships, properties and labels. 
Relationships, that can also be described as edges (E), 
connect nodes and structure the graph, by directing from 
a start point to end point. Both, nodes and relationships 
can have properties. Labels (L) group nodes together 
and specify their role within the dataset [19]. 

Resulting from this, a graph can be described 
mathematically [20]. 

 
𝐺𝐺 = (𝑉𝑉,𝐸𝐸)  with 𝑉𝑉 = (𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3, … , 𝑣𝑣𝑖𝑖)  and 𝐸𝐸 =

(𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3, … , 𝑒𝑒𝑖𝑖) 
 
Generated subgraphs can be either labelled or 

attributed. 
 
𝐺𝐺 = (𝑉𝑉,𝐸𝐸, 𝐿𝐿)  with 𝐿𝐿𝑣𝑣 = (𝑙𝑙𝑣𝑣1 , 𝑙𝑙𝑣𝑣2 , 𝑙𝑙𝑣𝑣3 , … , 𝑙𝑙𝑣𝑣𝑖𝑖)  and 

𝐿𝐿𝑒𝑒 = (𝑙𝑙𝑒𝑒1 , 𝑙𝑙𝑒𝑒2 , 𝑙𝑙𝑒𝑒3 , … , 𝑙𝑙𝑒𝑒𝑖𝑖) 
 
The importance of the vertices and relations can be 

determined by weighting all elements of the respective 
set. 

 
𝑊𝑊 = (𝑣𝑣)∀𝑣𝑣 ∈ V and 𝑊𝑊 = (𝑒𝑒)∀𝑒𝑒  
 
Definitions below refer to the elements described: 

• Vertices (V) of the graph represent the IFC entities 
of the BIM model. All entities in a digital model 
(e.g. IfcBuilding or IfcWall) can be considered as 
virtual physical objects and differ from each other. 
The label of the vertex, stored in the nodes, is the 
entity’s type. 

• An edge (E) of a graph is a relation, i.e. an 
interaction between two entities. To distinguish 
between the two directions a relationship may 
have, we define so-called directed graph edges. 

• Properties represent features of entities and 
relationships. In a LPG this information is stored 
in the vertices and edges. 

3.2 Plugin 
Zahedi and Petzold [18] developed a plugin for 

design documentation, that provides two main 
capabilities for the users. The first is to use Explanation 
Tags to enhance and elaborate on the argumentation and 

rationale of design decisions while also providing the 
ability to explore and find various assigned tags in any 
given BIM model and to manipulate and change them if 
need be. Furthermore, is the ability to extend and add to 
the open-end collection of tags based on users’ specific 
needs, while being able to import or export custom-
designed tags as an archive. The second capability is the 
ability to create and manipulate Design Episodes. This 
plugin is designed for Autodesk Revit. 

Furthermore, the plugin enables the export of Design 
Episodes to a graph database such as Neo4j. When 
exporting to Neo4j, the user has the choice to select the 
desired properties of various elements of a Design 
Episode to be exported or not. The result is a LPG that 
contains the Design Episode as the parent node, and 
Episode Elements, as child nodes connected via Episode 
Element edges. The Design Episode nodes have, as 
attributes 

• a name and a description to explain the purpose of 
this episode using storytelling techniques,  

• a model identifier for tracing the original BIM 
model that this episode originated from, 

• and a Global Unique Identifier (GUID) to help 
distinguish between Design Episodes with similar 
names.  

The design element nodes have, as attributes, an ID, 
a Unique ID, and an Object Name as the basis, as well 
as every other property from Revit that the user has 
decided to be exported to Neo4j. When the elements in 
Revit are directly connected to each other, the resulting 
design element nodes are also connected with an 
IsConnected edge. When an element is contained in 
another one in Revit, the corresponding design element 
nodes in Neo4j are connected via a ContainedIn edge. 
When the elements in Revit are adjacent to each other, 
the IsAdjacent edge is used to connect the exported 
element nodes in Neo4j. 

3.3 Matching 
Graph pattern matching and pattern construction are 

important tasks in the comparison of two graph 
representations. Based on the definition of property 
graphs, graphs assume characteristics from each other. 
Comparing graphs requires that the graphs are 
connected. Thus, a graph always consists of nodes that 
are connected by edges. (Figure 3). 
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Figure 3. Graph representation of the IFC 
structure 

The inexact pattern matching, mentioned at the 
beginning, accommodates the heterogeneity of the 
building industry, because two buildings are never 
exactly similar. 

Using a pattern query, the substructures of a graph G 
can be analysed for matches using a query function. An 
inexact graph pattern match Igpm(G) of a pattern query I 
in a data graph G is a subgraph G* of G. Both vertices 
V and edges E of the graph G are analysed during the 
matching process 18]. 

The subgraphs that are searched for can be 
simplistically found as the result of the following 
command: 

 
Find all matches in 𝐺𝐺 = (𝑉𝑉,𝐸𝐸, 𝐿𝐿) with a given query 

𝐼𝐼 = (𝑉𝑉𝐼𝐼 ,𝐸𝐸𝐼𝐼 , 𝐿𝐿𝐼𝐼). 
 
Combining Design Episodes and Variant Types 

enables querying a subgraph matching of different 
building graphs in various ways. This approach enables 
searching directly for defined Design Episodes or for 
individual optional Variant Types for specific rooms or 
storeys. 

4 Case study 
In the following, the two approaches of Zahedi et al. 

[9] and Napps et al. [8] are combined. In terms of 
further research, this results in a potential filtering for 
finding building designs. Furthermore, architects will be 
provided with a tool to define Variant Types and Design 
Episodes in a BIM model to save them transparently 
and comprehensible for other users. In order to illustrate 
this process, a sample Revit project file is used provided 
by Autodesk [21]. Three BIM models are created, each 
with different functional and structural variants that 

belong to a defined Design Episode. Focussing only on 
the two Variant Types mentioned is due to the fact that 
the process for the product variant is comparable to that 
of the functional variant. 

4.1 Define Variant Types and Design 
Episodes 

The introduced plugin is used to define an 
exemplary Design Episode in all three BIM models. For 
this purpose, the Explanation Tags are used to define 
specific attributes of a Design Episode. The assignment 
is based on the subjective decisions of the architect. 

Components within this episode receive additional 
Explanation Tags, defined by the architect in order to 
create a design concept. To add the variants to the 
model, the plugin is first extended by the three new 
Explanation Tags, each representing a Variant Type 
(Figure 4). 

 
Figure 4. Creating new Explanation Tags for 
Variant Types 

During the next phase, different variants are 
implemented in the three models and identified with 
new tags. These identifications are saved, can be 
retrieved for further tasks and are available for other 
users. 

Each Variant Type is identified by its colour (Figure 
5-7). Included in the Design Episode are the dining 
room and the kitchen, bathroom and mechanical room. 
Individual elements that are located in this Design 
Episode are provided with tags, so that many options are 
generated.  

 The function variant changes from a wall with an 
open doorway separating the kitchen from the dining 
area (model one) to a glass wall including a door (model 
two) and in case of model three, to a load-bearing 
column without a separating effect. Equally, the 
structure variant is changed and thus varies between a 
glass curtain wall, an energy-efficient wall and an 
extension of the room structure. 
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Figure 5. Defining Variant Types in the first 
BIM model 

 
Figure 6. Defining Variant Types in the second 
BIM model 

 
Figure 7. Defining Variant Types in the third 
BIM model 

The arguments and justification for each variant 
case, whether it be functional or structural in the 
examples above, could be discussed and saved as an 
episode description in the Revit plugin. 

Choosing a glass wall over a regular wall, for 
example, will provide openness and transparency, 
whereas the other choice will provide privacy.  

4.2 Transfer BIM model to graphical 
representation 

Neo4j is used to realise the graph-based 
representation of the BIM model. Exporting the entire 
BIM model as an IFC4 file is possible in order to import 
the data into Neo4j, but not necessary, as the plugin 
offers a more efficient way. Using this interface, the 
Design Episodes are displayed correctly. The user is 
able to directly export Design Episodes to Neo4j, since 
this feature is implemented as part of the plugin.  

 
Figure 8. Set and export Design Episodes 

Converting the model into a graph network allows 
an analysis of the relationships between the individual 
properties of a complex model. This is an effective 
feature for exporting subgraphs from the entire BIM 
model because the Design Episodes are part of the 
entire building. For a graphical comparison of the 
Design Episode, it is exported from all three BIM 
models, which ensures different Variant Types in the 
subgraphs. By the end of this process, three different 
subgraphs will have been loaded into Neo4j. 

4.3 Visualisation and application 
After a Design Episode with different Explanation 

Tags has been created and exported (Figure 8), the 
architect is able to choose possible matching variants, 
stored in a database, based on different requirements. 
Continuing, the Design Episode can be visualised by its 
graphical structure.  

Users of the plugin are either able to create variants 
themselves, that contain other functions in the Design 
Episode or they can retrieve variants for this type of 
Design Episode that have already been stored in the 
database. 

Within this case study, the basic assumption is that 
there are three different options stored in the database 
for a similar Design Episode. 

In the case the architect requires a separation of the 
kitchen and the diner in terms of noise and smell and 
additionally a panoramic view to the outside, the 
Variant Types of model one are the most suitable 
alternative for the project.  

The vertices of the graph that are a function variant 
are marked with a green circle. The nodes that are a 
structural variant are circled in red. The Explanation 
Tags can also be listed in the names of the nodes, but in 
this case it was decided to represent the entities in order 
to reflect the structure of the model. 
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Figure 9. Graph representation of BIM model 1 

If it is important for the client to have a separation 
between the kitchen and the diner, but desires a visual 
connection between the rooms and would like to build 
as energy-efficiently as possible, then the Variant Types 
from model two correspond to the ideas. 

 
Figure 10. Graph representation of BIM model 2 

A request for a shared kitchen and dining area can 
be supplemented by static adjustments (e.g. a column). 
Other room modifications that affect the structure can 
also be found, for example if a larger bathroom is 
desired and another room is only optional (Figure 7).  

Adjustments made via the variant management can 
have large or small effects on the graph structure 
(Figure 9-11). 

 
Figure 11. Graph representation of BIM model 3 

There is a difference between the three graphical 
representations of the digital models. In a design 
selection process by a user, only the most relevant 
Design Episodes are selected according to the input 
conditions for the project or Design Episode. 

Several Variant Types for an entity can be grouped 
into option nodes, which makes it easier for the user, as 
he or she is directly shown possible options on the basis 
of the Explanation Tags made for a Design Episode. 

5 Conclusion and future work 
In this paper a way for documenting design 

decisions by using the announced Revit plugin in the 
early design phases was introduced to retrieve suitable 
building designs and ideas, based on architectural needs 
and concepts. This workflow is based on the traceability 
of earlier design decisions, leading to time and cost 
savings for future similar projects. 

Users of the plugin may specify a Design Episode, 
which can be assigned with various Explanation Tags. 
This results in important design decisions for the 
architect, which can be entered and stored directly in a 
BIM model. Based on these design decisions, architects 
are able to define Variant Types in the model. It has 
been demonstrated that depending on the Explanation 
Tags, different Design Episodes can be shown to the 
architect. This inspiration can be refined by different 
variations without changing the basic settings of the 
Design Episode, if these are stored in an option node. 

Pattern matching allows similar design variants to be 
retrieved from a database that match the client’s 
requirements. In addition, options from a variant pool 
are displayed, allowing the architect to make decisions 
based on the design decisions at the beginning of the 
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project. Thus, the user is inspired by different options, 
which fit the requirements of the new building or the 
defined Design Episode. 

It is to be investigated whether the graphically 
simplified relationship descriptions are sufficient for 
more complex applications in the construction industry. 
Alternatively, the relationship notation of the IFC 
structure can be used. This is important for the 
similarity calculations in the retrieval process of the 
CBR approach. 

The benefit of the tool for architects is limited by the 
voluntary use and implementation of the tool in Revit. A 
large overall benefit will only arise if many architects 
use the plugin regularly and save the designs in a 
database for other users. In addition, future work might 
take an approach that permits an automatic assignment 
of Variant Types, so that the user’s effort is limited. 
Following on from this, the integration of additional 
area-specific topics such as structural design, detailing 
and energy efficiency is to be evaluated in order to 
optimise the model, as well as an appropriate 
visualisation of the design changes. 
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Abstract 
The concept of Digital Twin (DT) has emerged in 

recent years to facilitate the use of Building 
Information Modeling during the entire projects’ 
lifecycle. In the DT concept, cyber-physical system 
theory is utilized to collect condition data about an 
existing asset and then integrate this data into the 
digital model. The major limitation though is that the 
current scope of DT is limited to the operation and 
maintenance phase. Nevertheless, the DT concept can 
be extended to the entire lifecycle of the asset if the 
relevant sensory and non-sensory data are 
incorporated into the digital model in an automated 
and systematic way. However, in the current 
literature, there is no clear insight about such a 
holistic and life-cycle DT concept for infrastructure 
projects. Especially, there is very little understanding 
about how various sensory and non-sensory data 
from construction and operation phases can be 
seamlessly integrated into the 3D BIM models. 
Therefore, this research aims to develop a conceptual 
model for the architecture of Lifecycle DT (LDT) 
focusing on bridges. To this end, an ontological 
modeling approach is adopted. The proposed 
ontology is validated through a workshop session 
where domain experts assessed the results with 
respect to some competency questions. The outcome 
of the session indicated that the proposed ontology 
scored sufficiently in all the criteria and succeeded in 
satisfying the information needs of the LDT. Overall, 
the proposed model offers an insight into a lifecycle 
modeling practice as well as automated data 
incorporation, enabling a smooth transition towards 
an upgraded modeling practice. 

Keywords – 
Digital twin; Lifecycle digital twin; Bridge 

information modelling; Ontological modelling   

1 Introduction 
Integrating the lifecycle information of a 

construction project in a centralized/federated model has 

received much attention lately [1]. Building Information 
Modeling (BIM) attempts to store and represent all the 
relevant information of a project’s lifecycle in an object-
oriented 3D model. However, time-consuming and error-
prone manual work is required for the generation, 
maintenance, and upkeep of the information in BIM [2, 
3]. This problem can be potentially addressed by 
automating information acquisition and integration [3~7]. 

Digital Twin (DT) is an upcoming concept, which 
can address the need for automatic acquisition and 
integration of information. DT is a multi-physics model, 
fed with meaningful data about the asset and the 
environment around it [8]. The concept of DT was first 
introduced in 2012 for the verification and validation of 
aerospace vehicle models As far as the construction 
industry is concerned, DT can be described as an 
extension of BIM, with the addendum of the dynamic and 
reactive aspect emerging from the use and integration of 
sensors, IoT architecture, and cyber-physical systems 
[10~11]. Such technologies make the physical asset 
smart and enable it to communicate with its digital 
counterpart about its health and condition. In other words, 
DT intend to fuse as-designed and as-is physical 
representations [3]. In this sense, DT is a system 
consisting of a physical twin, a digital twin, and a 
communication interface that connects the two [9]. 
Among the characteristics of DT, the real-time reflection 
of the physical space to the virtual one has been 
expressed as a distinguishing factor for the concept.  

Nevertheless, current  applications of DT is mostly 
limited to Operation and Maintenance (O&M) activities 
[12]. From literature, it is already known that design 
information/decision has significant impact on the 
performance and the maintenance of a project [12~15]. 
That is why it is important to take a life-cycle approach 
towards the development of DT models. To integrate the 
entire lifecycle information, the digital and physical 
counterparts should evolve in parallel from the design 
phase until the final demolition, creating what can be 
labelled as a Lifecycle Digital Twin (LDT). BIM can be 
potentially used as a platform for developing LDT, but 
this requires the expansion of its scope to real-time and 
automated data acquisition. Because of this, the BIM 
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should be developed in view of the requirements of the 
LDT. All the necessary lifecycle information and the 
respective sensors should be predefined, and the expected 
data pieces should be allocated to the relevant model 
components. This way, a LDT-ready BIM model, which 
is created in the design phase, can function as a LDT once 
the physical counterpart and the communication channels 
with the model are in place. In other words, future BIM 
models should be prepared from the design phase already 
in view of a full-scale LDT model. 

Currently, there is a lack of a comprehensive 
approach towards building a LDT-read BIM model that 
can be used for different purposes across the lifecycle of 
an asset. To address this problem, this research aims to 
offer a conceptual model for the architecture of the LDT, 
focusing on bridges. This model outlines requirements 
for the transformation of conventional BIM models to 
DT-ready models.  

The remainder of the paper is structured as follows. 
Firstly the scope of the study and the methodology are 
briefly explained. Next, each step of the methodology is 
further elaborated. More specifically, the current 
modelling practices are explained and a data map of the 
current data structure is presented. Then, the information 
requirements are presented followed by proposed 
enriched ontology, which integrates the information 
requirement. A case study that explains how the proposed 
ontology can be of use is presented in the next section. 
This is followed by the validation of the results. Finally, 
a reflection upon the findings of the research is presented 
in the discussion and conclusions section  

2 Research scope and methodology 
To identify the missing elements for a smooth 

transition towards the DT concept, it is important to have 
a clear picture of the current modeling practices. To 
address that need, the first step of the research was an 
exploration of existing BIM models of bridges. A Dutch 
contractor was studied as a context. More specifically, 
Revit files of different bridges were investigated to 
extract the data scheme, i.e., how the bridge model is 
decomposed into different objects, what are the 
properties of the different objects and how they are stored. 
In the next step, a set of interviews with domain experts 
from disciplines covering the entire lifecycle were 
carried out to identify the information that the different 
disciplines desire to extract from a LDT. These 
information needs were then expressed as specific 
properties that LDT-ready model needs to incorporate. 
Some of the missing properties can be easily allocated to 
the existing elements, while some may require the 
introduction of new entities. The addition of new entities 
in the current data structure led to an enriched bridge 
LDT ontology. This ontology was further validated at the 

final step of the research via the assistance of human 
domain expertise. More specifically, domain experts 
from disciplines covering the entire lifecycle, were asked 
to assess and rate the proposed ontology with respect to 
its correctness, completeness, conciseness and 
extensibility by answering a set of competency questions. 

3 Requirements Analysis 
In the following section, the different steps of the 
methodology are explained. 

3.1 Current Modelling Practices 
Figure 1 presents the high-level ontology that 

represents the dominant approach toward bridge 
information models. This model emerged from the 
exploration of several bridge BIM models. It was 
observed that these models consist of two main parts, the 
topographic view, and the bridge model itself. The latter 
consists of a set of digital entities representing the bridge 
objects, e.g., piles, pile caps, piers, headstock, girder, 
abutments, wing walls, etc. All these elements are 
characterized by a shared set of parameters like the area, 
volume, and year of construction. Apart from the 
geometric properties, all the objects of the model are 
characterized by a unique identifier code. This code is 
composed of a set of digits that are determined based on 
the location and decomposition of the objects. For 
example, a pile is characterized by 6 digits, where the 
first two digits indicate whether the pile is located in the 
western or eastern half of the bridge, the second two 
digits indicate that the pile is part of the foundation, and 
the last two digits designate the specific pile from the pile 
bundle that the foundation consists of. This naming 
approach aims to create an unambiguous naming policy 
for the elements across the different disciplines and is a 
prerequisite for applying filtering processes and logic 
rules, which enable the management of metadata in an 
automated way. 

3.2 Information Requirements 
During the interviews, the domain experts were 

asked about what information they would like to be able 
to extract from the LDT in order to assist their tasks. A 
set of example information requirements that emerged 
from the interviews are presented in Table 1.  

Each information requirement was further linked 
to a target class, i.e., the ontology entity that should host 
that specific information. Some of the target classes 
already exist in the current ontology, while some new 
classes had to be introduced to allow a meaningful 
distribution of information. For example, the required 
information of the end of the lifespan (No2) refers to all 
the construction instances that already exist in the current 
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ontology. On the other hand, the required information of 
the location of the equipment (No10) demands the 
introduction of the equipment class, as well as a class for 
a technology that traces and registers the location of the 
equipment. Among others, some of the newly introduced 
target classes are the processes, equipment, the agent and 
process model, as well as some information collecting 
technologies like the laser scanners and Radio Frequency 
Identification (RFID) tags. The content of the new 
classes as well as the way they are incorporated to enrich 
the current ontology are further explained in the next 
section. 

Figure 1. Current ontology 

3.3 Proposed Ontology 
The new information pieces and respective 

required classes that emerged from the requirements 
analysis are used to developed the proposed ontology for 
a DT-ready bridge information model. The proposed 
ontology consists of three main sections: the physical 
asset, the digital model, and the lifecycle, which is the 
main addition compared to the current ontology. The 
physical asset has a lifecycle that is proposed to be 
represented in the digital model, which in turn 
communicates bilaterally with the physical asset, as the 
concept of DT implies. This relationship between the 
three main sections is depicted in the higher-level 
proposed ontology shown in Figure 2. 

Figure 3 presents a more detailed representation 
of the proposed bridge LDT. More specifically, the 
lifecycle section includes new aspects such as the 
resources, processes, and involved risks. The resources 
class includes the subclasses of equipment and material 
used in the construction activities, as well as the software 
and human agents, which may be designers, engineers or 

workers. The processes refer to different kinds of 
construction-related activities like designing, concrete 
pouring, drilling and transferring.  

Table 1. Information Requirements Taxonomy 
No Information Requirement Target Class 
1 To select and filter the 

elements in the model to 
highlight those satisfying a 
requirement 

Construction Instances, 
Processes 

2 End of lifespan for each 
element separately 

Construction Instances 

3 Environmental Impact Value in 
the model for each element 

Construction Instances 

4 Access Material Passport (MP) 
of each element 

Construction Instances 

5 Executed quality checks and 
potential non-conformances 
with the model 

Construction Instances, 
Processes, LiDAR for as-built 
scanning 

6 Duration and cost of the 
execution for the different 
work sets and objects 
separately 

Construction Instances, 
Processes, Process Model 

7 Usage loads bearing the deck Deck, Weight-In-Motion 
sensors 

8 Deviation between planned 
maintenance schedule and 
implemented maintenance 
record 

Construction Instances, 
Processes 

9 Concentration of dangerous 
substances in the air during 
drilling activities 

Drilling, Surrounding 
Environment, Real-time 
respirable dust monitoring 
devices 

10 Trace the location of 
equipment 

Equipment, RFID for asset 
tracking 

11 Duration and cost of rented 
equipment 

Equipment, RFID for asset 
tracking 

12 Deviation between actual and 
designed environmental 
variables 

Construction Instances, 
Surrounding Environment, 
Hygrometer. Thermometer 

14 Proximity between workers 
and identified danger (steep 
slope, height, moving vehicle, 
dangerous materials) 

Crew, Surrounding 
Environment, Materials, Agent 
Model, RFID for people and 
asset tracking, 

15 Proximity between moving 
vehicles and areas with 
unstable or humid ground. 

Moving Vehicles, Surrounding 
Environment, Agent Model, 
RFID for asset tracking, 
Terrestrial laser scanner 

Figure 2. Higher-Level Proposed Ontology 

201



Figure 3. Proposed Enriched Ontology for the LDT 
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Furthermore, the risks concern potential accidents 
like falling from height of from steep slopes, breathing 
dangerous substances but also design related risks like 
insufficiency to meet the client’s requirements. Finally, 
regarding the relationships between these classes, the 
different processes require resources while the also 
involving risks. 

Regarding the digital model section, an agent and 
process model were added alongside the element model. 
While the element model represents physical components 
of the bridge, the agent and process models offer an 
insight in the behavior of the asset. An example of the 
behavior of an excavator is shown in the agent model in 
Figure 4 [16]. Process models, on the other hand, 
represent the sequence of activities that take place in 
different lifecycle operations, e.g., excavation, as shown 
in Figure 5 [17]. The combination of agent and process 
models allows to develop various types of simulation 
models that can support the asset management by 
predicting the asset behaviors, assessing safety, and 
estimating the productivity of different operations. 

Figure 4. Example of an agent model (adapted 
from [16]) 

As far as the physical asset section is concerned, 
a set of collecting units is added, which collects data 
about the physical asset and feeds that data to the digital 
model. The data collecting units may either be (1) 
embedded sensors like thermometers and hygrometers 
attached to the bridge, RFID tags attached to the 
resources, and weight sensors embedded in the deck, or 
(2) contactless sensors like LiDAR scanners, which
register the as-built condition, or terrestrial scanners,
which offer a detailed depiction of the ground surface.

The incorporation of the new classes in the LDT 
ontology led to a large set of new relationships, which 
connect different interrelated entities. An exhaustive 
description of all the relationships and linking 
possibilities is beyond the scope of this paper, however 

the following two examples aim to offer an insight about 
the information linking potential of the proposed 
ontology: 

Example 1: During the construction phase, the 
transportation process takes place. The resource used in 
this process is a vehicle. This process involves the risk of 
the vehicle approaching a steep slope on the construction 
site. The location of the steep slope is acquired via the 
assistance of a terrestrial laser scanner and is registered 
in the topographic view of the element model. 
Furthermore, the location of the of the moving vehicle 
can be traced via the assistance of RFID tags. This 
information is registered to a safety simulation model. 
The simulation model and the topographic view are 
interlinked parts of the digital model, and this way the 
proximity of the moving vehicle to the steep slope can be 
calculated. 

Example 2: The design phase involves designer 
agents. A risk associated with this process is failing to 
meet the client’s requirements. Additionally, the 
designing process is assisted by the use of terrestrial 
scanners that offer a representation of the ground surface 
of the surrounding environment. Finally, once the asset is 
built, a LiDAR scanner for as-built scanning can identify 
non-conformances between the as-designed and as-built 
situation.   

Overall, the proposed ontological model 
addresses the current limitations in multiple ways. Firstly, 
the combination of different model types, namely agent, 
process and element models, offers a multiscale 
modeling practice and a holistic modeling approach. 
Such a global modeling perception is in favor of 
managing and incorporating diverse lifecycle data 
generated through the lifespan of a construction project. 
Furthermore, the definition and inclusion of the different 
properties, as well as the information flow channels, 
increases the DT-readiness of the element model. 
Moreover, the new emerged relationships assist the 
combination and extraction of a big variety of 
information as explained in the examples. With the 
assistance of some algorithms and the application of logic 
rules, it is possible to deeply mine data and identify 
patterns, apply correlation analyses, and identify 
emergent and latent phenomena. These applications 
serve as a basis for machine learning and artificial 
intelligence, which are concepts closely related to the DT. 

3.4 Hypothetical Validation 
To further explain how the proposed ontology can 

assist the extraction of information, a hypothetical 
validation is developed based on a scenario extracted 
from the required information in Table 1.  
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It is required to extract the deviation between the 
programmed and implemented maintenance tasks. 
According to the proposed ontology, the as-planned 
maintenance frequency and the implemented 
maintenance record are properties assigned to all the 
construction instances. Therefore, it is possible to use a 
query to highlight the elements of the model that require 
more frequent than scheduled maintenance. 

Similarly, it has been asked to extract the 
deviation between the designed temperature and 
humidity capacity of the elements and the actual ambient 
conditions. The as-designed values are included in all the 
different construction instances, and the actual ambient 
conditions are being retrieved via the use of embedded 
hygrometers and thermometers, and stored in the 
topographic view of the model. Therefore, it is possible 
to filter and isolate the elements that present a deviation 
between the as-designed and implemented ambient 
conditions.  

Finally, it is possible to combine the 
aforementioned information and identify potential 
correlations between the climate change and the 
maintenance demand of the asset. This insight allows 
optimizing the maintenance schedule of the reference 
project, but also considering more resilient construction 
practices for new generations of the project. It can be 
hence observed that the proposed ontology combines 
different information to offer a deep insight and it can 
even provoke the genesis of new knowledge.    

3.5 Validation 
The proposed ontology was validated through a 

workshop session where the ontology was presented to a 
group of six domain experts from different phases of the 
entire lifecycle of a bridge. More specifically, the 
participants were a systems engineer, a designer, a site 
engineer, a maintenance engineer, a safety and a 
sustainability specialists. The participants were asked to 

assess the proposed ontology with regard to a set of 
predefined criteria by answering a set of competency 
questions. The evaluation criteria used to assess the 
ontology were correctness, completeness, conciseness, 
and adaptability [18~19]. The criterion of correctness 
indicates whether the ontology correctly represents the 
real-world concept of the lifecycle of a bridge. 
Completeness measures whether the domain of interest is 
appropriately covered, while conciseness indicates that 
an ontology does not include unnecessary concepts or 
redundancies. The last criterion, adaptability or 
extendibility, designates whether an ontology is easily 
adaptable in the case of adding new definitions and new 
knowledge to existing ones.  

The results of the session, which are presented in 
Table 2, showed that the proposed ontology scored well 
in all criteria. An improvement recommendation about 
the correctness of the proposed ontology concerns the 
introduction of tiers in classifying the elements, meaning 
libraries, objects and instances. Regarding the 
completeness, it was proposed to add the pre-design 
phase in the lifecycle to incorporate tendering processes 
and involved risks as well. Additionally, it was proposed 
to keep the ontology at a higher level of abstraction, and 
further develop it at a project level. This way the ontology 
can be adapted for several infrastructure assets apart from 
bridges. Lastly, it was suggested to align the object 
breakdown structure to the national standards to improve 
the adaptability potential of the ontology. Overall, the 
proposed ontology is considered to adequately cover the 
lifecycle information needs of a LDT of a bridge. 

4 Discussion 
Regarding the scientific contribution of this study, 

the proposed ontology incorporates and allocates sensory 
data to the elements of the BIM model, addressing the 
issue of seamless integration of the automated/sensory 
data into lifecycle information models. Furthermore, it 

Figure 5. Example of a process model (adapted from [17]) 
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proposes a lifecycle implementation framework for the 
DT, introducing a holistic approach, which is missing 
from the existing fragmented application efforts. 
Moreover, the research provides an insight into how to 
transit towards DT-ready bridge information models by 
indicating how sensory data, different databases and 
simulation models can increase the automation potential 
of the BIM models. 

Table 2. Validation scores and potential improvements 

Criterion Score 
(1~5) 

Potential Improvement 

Correctness 3.8 Structure of the classification of 
libraries, objects and instances 

Completeness 4 Inclusion of pre-design phase 
Conciseness 4.2 - 
Adaptability/ 
extensibility 

3.25 Keep ontology at a higher level of 
abstraction 
Align with national standards about 
OBS 

The outcome of the study indicates that the DT is 
not necessarily only about sophisticated technological 
application, but also systematic data structure. The actual 
value of the DT concept is in the incorporation and 
linkage of various data and its continuous flow across the 
lifecycle.  

Regarding the strengths of the research, the participation 
of actual domain experts in the development of the 
ontology adds to the implementability potential of the 
proposed ontology. The data pieces, which were used to 
enrich the current ontology, were derived from actual 
practitioners and reflect the real modeling needs. 
Additionally, apart from input, domain expertise was also 
used for validation. Another strong point of the proposed 
ontology is that it is conducted at a relatively high level 
of abstraction, allowing its easy adoption for other types 
of infrastructure assets without significant changes. On 
the other hand, a limitation of the research is that it is not 
an exhaustive study of neither all the lifecycle aspects 
that the DT model, nor all the potential data collection 
variety that can assist such a model. The proposed 
ontology serves rather as a high-level data framework for 
a bridge’s DT modeling practice. 

As far as the application of the ontology is 
concerned, there are some prerequisites that need to be 
met. From a technical point of view, the different 
platforms, databases, and data collecting technologies 
should be interoperable to apply the recommended data 
structure. Interoperability, in this sense, does not only 
refer to the data format but also the data granularity. In 
other words, the decomposition of objects, worksets and 
the naming policy should be aligned across different 
disciplines. Regarding the working routines, they will 

also need to undergo some changes. New collaborations, 
roles and tasks will emerge, and people should be 
persuaded to embrace them in view of a greater lifecycle 
picture. Closer collaborations and more intense 
interdisciplinary communication are needed to 
communicate the information needs and find the best 
path for the information to flow. Finally, people should 
be adequately informed about the added value of the DT 
readiness practice to embrace enthusiasm about and 
avoid resistance regarding new working routines. 

5 Conclusion 
To summarize, this research aimed to bring the current 
state of art one step closer to the application of DT by 
identifying the requirements a BIM model should meet 
to allow a gradual transition towards LDT. To address the 
research objective, an ontological model was developed 
to map the distribution of various data pieces among 
elements of the model. This ontology describes what is 
the additional information that need to be included in the 
BIM model, what are the needed data collection 
technologies, how are the sensor measurements 
distributed in the model and what are the relationships 
between the different entities. The proposed data 
structure indicates how the models should be created in 
consideration of the LDT offering a smooth transition for 
the application of the concept. Overall, the results of the 
research indicate that the proposed ontology has great 
potentials to support a variety of activities throughout the 
entire lifecycle of a bridge. 
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Abstract -
Mobile drilling rigs are particularly susceptible to over-

turning due to the high location of their centre of mass. In
some cases, overturning occurs due to a failure in the subsoil.
Until now, machine operators are solely responsible for mon-
itoring the machines’ stability, and assessment of dangerous
conditions is based mainly on experience. This investiga-
tion aims to set the grounds for elaborating a digital twin to
online monitor the machine’s stability to prevent overturn-
ing. Stress transmitted to the ground, tracks’ settlement, and
bearing capacity are calculated from a multibody simulation
(MBS) and following existing standards. Furthermore, soil-
dependent stability diagrams are generated to describe the
stable location of the machine’s centre of mass and predict
soil failure. Results offer the possibility to function as an
online alarm system running parallel to the machine’s oper-
ation and alerting the operator about dangerous conditions.

Keywords -
Digital Twin (DT); Multibody simulations (MBS); Stabil-

ity of mobile drilling rigs; Settlement prediction; Monitoring
of bearing capacity

1 Introduction

Every year, the overturning of construction machinery
causes several accidents worldwide. From 2007 to 2008,
there were 38 fatalities and 679 injuries in the UK caused
by the overturning of construction machinery, including
drilling rigs [1]. Similarly, in the USA, there were 323
fatalities from 1980 to 1992 [2]. In Germany, there were
9 fatalities and 21 serious injuries from 1993 to 2003 [3].
Among the causes of these accidents is ground failure due
to poorly prepared working platforms. Satoshi and To-
mohito [4] summarize the operations before the accident,
equilibrium conditions, and ground properties for a real
case study of the overturning of a drilling rig. In this case,
a ground penetration of the tracks was observed.
This publication investigates the idea of developing a

digital twin to monitor the stability of the subsoil un-

derneath the construction machine’s tracks. A multi-
body simulation (MBS) of the mobile drilling rig is im-
plemented in the Simscape environment of the software
Matlab/Simulink. Signals simulating the reading of the
internal machine’s sensors are used to recreate working
conditions. Following standards DIN EN 16228-1, DIN
4019 and DIN4017, the stress distribution, settlement and
bearing capacity underneath the machine’s tracks are es-
timated online for the MBS. For these estimations, local
information about the soil properties is required. This
work presents a mockup dashboard for an online moni-
toring system of the stability of the subsoil for limiting
scenarios.
Additionally, stability diagrams are generated by ana-

lyzing the limiting conditions for the failure of the subsoil.
Thus, stable areas are determined for the subsoil for all
possible locations of the centre of mass. These could be
helpful for on-site rapid stability checks or enhance current
standards.
The company Liebherr has developed a system follow-

ing similar industry standards [5]. However, this publi-
cation conceptually differs since the calculations of the
location of the centre of mass follow an MBS. Further-
more, to the authors’ best knowledge, the Liebherr system
is based on the assumption of a rigid subsoil.

2 Theoretical framework
This section presents the theoretical tools used in this

work. First, the idea of digital twins is briefly addressed.
Secondly, the concept of MBS is mentioned, and then a
review of the used standards is included.

2.1 Digital twins

In recent years, the fast development of simulation, data
acquisition, data communication, and other technologies
facilitated the interactions between physical and virtual
spaces [6]. The digital twin’s framework has emerged
from this recent development as the natural consequence
to merge simulations and physical space. A digital twin
is defined as a comprehensive physical and functional de-
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scription of a component, product, or system, including
helpful information for present and future life cycle phases
[7].
The idea of digital twins has been exploited at length in

industries like product design, production prognostics, and
health management [6]. Given that it is a new emerging
trend, there is not a strict framework to define digital twins.
However, most authors agree that a digital twin includes
three parts: physical product, virtual product, and their
connections ([8], [9]). Therefore, digital twins enable
manufacturers and users to make accurate predictions and
informed rational decisions.
The objective of the digital twin framework proposed in

this work is the stress monitoring of the subsoil to avoid
working conditions that could cause soil failure. The pro-
posed simulation provides the backbone of an eventual
one-to-one simulation with the possibility of intuitively
extending it to include detailed machine internal mechan-
ics.

2.2 Multibody simulations (MBS)

MBS are crucial for research areas like vehicle dynam-
ics, robotics, biomechanics, etc. Thanks to the recent
development in computational dynamics, MBS can run in
real-time on digital computers and thus, are of great im-
portance for the elaboration of digital twins. In principle,
MBS are numerical simulations including rigid and flex-
ible bodies with dynamics represented by their equations
of motion [10].
One of the advantages of using the Matlab Simscape

Multibody environment for MBS is the possibility of in-
tegrating a wide variety of elements from Simscape and
Simulink into the model. This environment for 3D me-
chanical systems provides a block language including li-
braries to represent a variety of bodies, joints, constraints,
force elements, and sensors [11]. Simscape internally
solves the equations of motion for complete dynamical
assemblies. Furthermore, Simulink libraries can be in-
tegrated to represent control systems, hydraulics, internal
friction between elements, etc. Nonetheless, it is cru-
cial to balance the objective of the created model and the
complexity level since a higher complexity corresponds to
longer simulation times. Thus, the real-time requirement
to use it as a digital twin can be compromised.
Additionally, stand-alone applications designed to run

in external hardware are supported by C-code generation
in Simscape Multibody [11]. Models designed in this en-
vironment can be deployed in the internal computers of
the mobile drilling rigs and work as digital twins to sim-
ulate and monitor the working conditions of the machine
in real-time.

2.3 Review of industry standards

This section summarizes the standards used to estimate
the stability of the drilling rig against overturning and the
estimation of soil failure. These standards are incorporated
in the MBS.

Stability calculations

The DIN EN 16228-1 standard [12] bases the stability
standpoint of the machine by determining a maximum
allowable tilting angle. Figure 1 shows the inclination of
a drilling rig about a tilting edge located at the front of the
tracks. The maximum allowable tilting angle 𝛼𝑠𝑟 about
a given tilting edge is compared with the actual stability
angle 𝛼𝑠 . Therefore if 𝛼𝑠 ≥ 𝛼𝑠𝑟 , the analyzed operating
condition is considered as stable. This industry standard
proposes an offline calculation of this angle for all possible
or expected operating conditions. After that, the smallest
of all calculated 𝛼𝑠𝑟 is defined as the lower bound for 𝛼𝑠 .
This standard assumes a rigid subsoil for its calculations.

αs
αsr

Figure 1: Determination of stability angles according to
DIN EN 16228-1 [12]

Stress calculation

Several standards ( [12], [13], [14]) describe the pres-
sure transmitted to the subsoil underneath the drilling rig’s
tracks. These standards simplify the weight and forces
acting on the machine using a resulting single-point load.
This load represents the total drilling rig’s weight, includ-
ing lifted external weights. Then, the load is divided ac-
cording to its proximity to each track, and an eccentricity
is calculated. Figure 2 shows this simplification.
The stress distribution transmitted to the subsoil is cal-

culated, assuming a trapezoidal distribution. Table 1 sum-
marizes the different cases for different positions of the
load along the tracks. Eccentricity 𝑒 gives the position of
the corresponding load acting on each track, and 𝑎 and 𝑏
represent the track’s length and width correspondingly.
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Figure 2: Simplification of a point load acting on one of
the tracks

Table 1: Calculation of ground pressure transmitted to the
soil

Diagram Load
position

Stress

P

a/2 a/2

�1 �2

𝑒 = 0 𝜎1 = 𝜎2 =
𝑃
𝑏𝑎

P

�1
�2

e
𝑒 < 𝑎

6

𝜎1 = 𝑃
𝑏𝑎

(
1 − 6𝑒

𝑎
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e
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𝑒 > 𝑎
6

𝑐 = 𝑎
2 − 𝑒

𝜎 = 2𝑃
3𝑐𝑏

Settlement prediction

The calculation of the exact settlement of the subsoil
is a challenging task due to the heterogeneous nature of
soils. Standards work mainly as a reference in magnitude
for the expected settlements. The standard used in this
work for the settlement prediction is the DIN 4019 [15].
This standard uses the assumption of elastic half-space
to determine the deformation behaviour of the soil ([16],
[17], [18]). Equation 1 is used to calculate the stress 𝜎𝑧 at
depth 𝑧 caused by a stress 𝜎0 at the soil surface

𝜎𝑧 = 𝜎0 · 𝑖𝑆,𝐽
( 𝑧
𝑏
,
𝑎

𝑏

)
(1)

The factor 𝑖𝑆,𝐽 depends on the shape of the load at
the soil’s surface. For a rectangular load, the factor 𝑖𝑆 is
calculated from equation 2.

𝑖𝑆 =
1
2𝜋

[
arctan

𝑎 · 𝑏
𝑧 · 𝑅3

+ 𝑎 · 𝑏 · 𝑧
𝑅3

(
1
𝑅21

+ 1
𝑅22

)]
(2)

assuming 𝑎 > 𝑏 and

𝑅1 =
√︁
𝑎2 + 𝑧2

𝑅2 =
√︁
𝑏2 + 𝑧2

𝑅3 =
√︁
𝑎2 + 𝑏2 + 𝑧2.

where 𝑎 and 𝑏 are the length and width of the tracks as
shown in Table 1 and Fig 3.
For the case of a triangular load two different factors are

calculated. For the case of the smaller side of the triangle
𝑖𝐽 is calculated using equation 3 and for the other end, the
same expression as in equation 2 is used.

𝑖𝐽 =
1
2𝜋

[
arctan

(
𝑏 · 𝑎
𝑧 · 𝑅

)
+ (3)

𝑏 · 𝑧
𝑏2 + 𝑧2

· 𝑅 −
√
𝑏2 + 𝑧2

𝑎

]
where

𝑅 =
√︁
𝑎2 + 𝑏2 + 𝑧2.
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Figure 3: Geometric parameters for a rectangular and
triangular load

Finally, the settlement is calculated using equation 4.
Superposition is used to calculate the total settlement at
the corner points.

𝑠 =
𝜎𝑧𝑏

𝐸𝑠

(4)

Bearing capacity of soil under tracks

The bearing capacity refers to the soil’s capability to
withstand loads applied on them before developing a shear
failure mechanism. This work uses standard DIN 4017
[19] for calculating the bearing capacity of the subsoil un-
derneath the tracks of the drilling rig. Soil failure develops
if the vertical load applied to the foundation is larger than
the calculated resistance. For the calculations, soil proper-
ties are required, such as specificweight, cohesion, friction
angle, foundation dimensions, and point load location.
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Including the bearing capacity calculation in the digital
twin integrates constant monitoring of the stability of the
subsoil underneath the drilling rig tracks.

3 MBS of a mobile drilling rig
This section provides a detailed description of the mo-

bile drilling rig’s MBS. The environment chosen for the
MBS is Simscape Multibody, part of Matlab/Simulink.
The reason for choosing this software is the extensive li-
braries for simulating mechanical characteristics and con-
trol, allowing the extension of the proposedwork to include
more complex behaviour of drilling rigs in the simula-
tion. Furthermore, Simulink provides a simple interface
for implementing mathematical functions. Therefore, the
calculations for settlement and bearing capacity were im-
plemented using the block language of Simulink in the
same model.
Simscape provides a simple solution to deploy stand-

alone solutions from the developed model. A stand-alone
application can be implemented on different hardware and
run parallel to the machines as a digital twin.

3.1 Creation of the parts and assembly

The parts and assemblies in the MBS have intuitive in-
terfaces to define their geometry and inertial properties.
The geometry of all parts is parameterized, and the points
of their cross-sectional areas are generated using trigono-
metric functions. Finally, the parts are extruded.
Joints impose primary kinematic constraints and de-

pict each part’s interaction with its neighbouring parts.
These joints define the degrees of freedom -rotational and
translational- between the connected bodies. Addition-
ally, Simscape allows integrating internal mechanics and
position or force control.
Figure 4 shows the final model of the drilling rig with

three degrees of freedom consisting of the rotation of the
uppercarriage (𝜙), the radial movement of the mast (𝑑𝑀 ),
and the inclination of the mast (𝛼). The overall model’s
centre of mass (COM) is indicated by point 𝐶, and its
position is monitored using an inertia sensor provided as
a block in Simscape. The COM monitoring allows the
calculations of pressure transmitted to the soil and, thus,
the inclination and bearing capacity.
Furthermore, an external force (𝐹𝑀 ) can be applied at

the head of the mast to simulate lifting a load or using an
external tool.

3.2 Results and analysis

This section summarizes the results of the MBS and the
monitor of different machines’ operating conditions. The
presented plots are generated from collected data after
several simulations. Therefore, they are not generated

�

α
FM

dM

c

Figure 4: MBS of a mobile drilling rig

online. Nonetheless, when exporting the model as a stand-
alone application, similar graphs can be generated using,
for example, LabView software as an external interface to
implement the real-time application.
The machine dimensions and inertial properties used

to obtain the results in this section are summarized in
Table 2. The missing dimensions are approximated to a
mobile drilling rig of the company Bauer model BG 23 H.

Table 2: Machine’s dimensions and inertial properties

Parameter Value Units
Total machine’s mass 58.97 tons
Tracks’ length 5.00 m
Tracks’ width 0.80 m

Undercarriage’s width 2.58 m

The MBS includes several assumptions and simplifica-
tions necessary to keep the model simple enough to deploy
a stand-alone online solution and use the methodologies
included in the standards. These are summarized as fol-
lows.

a) The load on each track acts at the centre of the track’s
width.

b) The drilling rig tracks are rigid bodies and, thus,
treated as a rigid foundation.

c) The soil elasticmodulus has a restrained lateral strain.
d) The inclination of the drilling rig is neglected, and
thus, the predicted settlement is not feedback to the
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model.
e) The subsoil is idealized as horizontal.
f) The machine’s force vector does not incline.

Assumptions a), b), and c) are necessary for all standards
considered in this work. Assumption d) simplifies the
created model since otherwise, the model would need an
iterative calculation, and thus the online monitoring would
be compromised. Assumptions e) and f) are considered to
simplify the estimation of the allowable bearing capacity.
For the scope of this work, an operating condition of

a drilling rig is considered stable if the two following
conditions are simultaneously avoided:

1. The force vector of the COM points in a direction
towards a point outside the machine’s drilling rig’s
body.

2. The allowable bearing capacity is exceeded for the
current location of the COM.

Two approaches are presented as an analysis of the re-
sults of the simulation. The first approach includes the
creation of radial plots where stability areas are drawn for
different combinations of soil parameters and the location
of the COM. The second approach provides an insight
into online monitoring of the estimated transmitted stress,
settlement and bearing capacity.

Stability areas depending on COM location and soil
characteristics

The MBS model is used to determine stable operating
areas. The COM of the drilling rig is shifted by simulat-
ing the lifting of a load. The total weight of the load is
increased stepwise until one of the two mentioned condi-
tions is reached, and thus, the machine’s stability is lost.
The weight acts at the top of the mast as the force 𝐹𝑀 in
Figure 4. This process is repeated for a 360 ◦ uppercar-
riage rotation (𝜙) with a step size of 10 ◦ while keeping the
mast’s position constant. The load is increased in intervals
of 500 kg.
Following this methodology, diagrams for different

clays and sands are generated. Tables 3 and 4 summa-
rize the tested soil conditions.

Table 3: Characteristics of different clays

Parameter Values Units
Friction angle [𝜑] [12, 20, 28, 30] °
Specific weight [𝛾′] 16.5 kN/m3
Cohesion [𝑐] 20 kPa
Elasticity [𝐸𝑠] 40 MPa

Figure 5 includes the stable areas for the claysmentioned
in Table 3. The closed trajectories show the stable areas for

Table 4: Characteristics of different sands

Parameter Values Units
Friction angle [𝜑] [25, 32, 41] °
Specific weight [𝛾′] 18 kN/m3
Cohesion [𝑐] 0 kPa
Elasticity [𝐸𝑠] 30 MPa

the COM location and the position of the upper carriage.
𝜙 = 0 is assumed as the position shown in 4. The two
stability conditions are simultaneously checked for each
configuration. The pointsmarked in red indicate the loss of
the machine’s stability due to the appearance of condition
1, the force vector points outside the body. The failing
due to condition one only happens at angles close to 90 ◦
(or 270 ◦) for small friction angles, and it is completely
avoided for the smallest friction angle 𝜑 = 12 ◦. Keep in
mind that a failure of the subsoil does not necessarily mean
that the drilling rig will overturn. However, it is assumed
that this situation is dangerous enough to be considered
critical.

Figure 5: Stable areas for clays with 𝛾′ = 16.5 kN/m3

Figure 6 includes the stable areas for the sands men-
tioned in Table 4. Notice that for 𝜑 = 25 ◦, the stable area
draws a perfect circle. This behaviour occurs because, for
that specific friction angle, the soil fails for all possible
positions of the uppercarriage; therefore, the second con-
dition for unstable behaviour is fulfilled without the need
of adding an extra load. The red dots indicate failure due
to condition 1 for that combination of parameters.
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Figure 6: stable areas for sands with 𝛾′ = 18 kN/m3

Towards an online machine’s stability monitoring

Figure 7 and Figure 8 show examples of what a dash-
board for the monitoring of the stability of the mobile
drilling rig could look. These plots are again generated
offline; however, similar plots will be created after de-
veloping the complete stand-alone application. Plots in
the dashboard include stress distribution underneath the
tracks, the track’s settlement and the bearing capacity of
the subsoil. If the allowable bearing capacity is surpassed
at any point, an alarm is displayed.
Figure 7 displays the warning that the current working

condition could cause a soil failure. The warning oc-
curs since the stress distribution is triangular, as seen on
the dashboard’s left-hand side. Therefore, reducing the
contact area between the drilling rig’s tracks and soil, con-
centrating the machine’s weight into a smaller contact area
and thus, drastically reducing the bearing capacity of the
subsoil. In this scenario, stability condition 2 is violated,
while condition 1 remains unchanged.
Figure 7 shows another dangerous working condition

displayed in the dashboard. In this case, the total stress
in the right track is zero, meaning that the force vector
acting at the COM is located outside the drilling rig’s
body, thus causing a rotational moment. This situation
could cause the drilling rig’s tip over. The pressure on the
subsoil underneath the tracks, for this case, remains far
from approaching the bearing capacity. This situation vi-
olates stability condition 1 while stability criteria 2 remain
unchanged.
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Figure 7: Dashboard for the case of 𝐹𝑀 = 90 kN, 𝜙 = 0,
and 𝑑𝑀 = 2.4
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Figure 8: Dashboard for the case of 𝐹𝑀 = 90 kN, 𝜙 = 90,
and 𝑑𝑀 = 2.4
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4 Conclusions and outlook
This work introduced the first steps for developing a dig-

ital twin tomonitor the stability of drilling rigs. The stabil-
ity monitoring combines existing industry standards and
focuses on redefining the concept of stability for drilling
rigs to include soil conditions. This work presents an in-
sight into the results of this new stability concept and the
perspective of developing a digital twin to online stability
monitoring, providing examples of how this system could
look for limiting cases. The results of this work seek
to include basic information about the soil in the stabil-
ity assessment of drilling rigs since current standards are
based solely on the assumption of a rigid subsoil for their
calculations.
Extensive work elaborating on the presented results

must still be done to achieve full online stability moni-
toring and a complete digital twin. Experiments should
be conducted to establish communication with the internal
sensors on existing drilling rigs since this is crucial for the
real-time use of the developed system. Suitable hardware
should be selected for this purpose, considering the pos-
sible training required for the machine operators to use it
and the involved costs.
It should be clear that the stand-alone application works

in real-time with current simplifications and assumptions;
afterwards, the simplifications should be gradually elimi-
nated to include amore realistic digital twin. Furthermore,
numerical calculations using the finite element method
(FEM) with state of the art constitutive soil models and
field measurements should be carried out to improve the
stress estimation underneath the tracks. Preliminary re-
sults show that the assumption of the trapezoidal distribu-
tion results in an oversimplification. Then, a correction
function for the stress should be defined, and a new soil
stability criteria should be created.
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Abstract – 
This paper proposes a pipeline for the automation 

of data between two realms: i) simulation, in a fully 
nonlinear,  and time-dependent structural analysis 
model and, ii)concrete maturity monitoring data from 
the construction site. The connection enables an 
information construct understood for its use within 
the Digital Twin of the building during construction 
phases. The pipeline requires a comprehensive 
coordination between stakeholders at both the site 
(Construction) and the structural control office, 
which is challenging.  The pipeline consists of a) 
temperature sensors, b) a mobile app connected to the 
sensor via Bluetooth with basic instructions for data-
gatherers, c) integration and interoperability of BIM, 
and, d) an advanced Finite Element (FE) model. By 
measuring the concrete temperature during many 
days, realistic concrete mechanical properties are 
inferred and infused into the FE models using 
adequate calibration. Two applications for the 
improvement of construction activities are identified. 
Formwork striking and tendons stressing. The paper 
describes the testbed of all the connections, for the 
construction of an in-situ casted concrete building in 
Barcelona, Spain. 

Keywords – 
Digital Twin; Concrete Maturity; BIM; Sensor-

based Data; Mobile App; Nonlinear Finite Element 
Analysis 

1 Introduction 
A Digital Twin is an information construct that may 

include manifold pipelines from data-gathering to 

decision-making. In the specific realm of the built 
environment, it would be a data representation of the 
physical infrastructure that takes real-time and other data 
into the management processes of that real-infrastructural 
component, as defined by the National Infrastructure 
Commission in the UK, NIC (2017) [1]. It becomes the 
living version of a Building Information Model (BIM). 
Active connections between the virtual and the physical 
realms enable a data-driven decision-making process [2]. 

The level of maturity of BIM in the construction 
sector is significant. Nevertheless, the road to automation 
to deliver smarter construction services by ensuring 
information interoperability, a consistent use of 
information constructs forming the Digital Twin is 
required [3].  

Many technological solutions for automatically 
monitoring construction works are available and applied 
commercially, anyway, this data is generally used in 
disaggregate manners [4]. Providing information 
pipelines for erecting a richer Digital Twins of an asset is 
a way of centralizing many potential layers of 
information. The ability to process and merge data from 
multiple sources enables a more efficient construction 
control [4]. 

This paper aims to present a case study on the digital 
twinning of buildings during the construction phase. 
Through the monitoring of concrete maturity, 
compressive strength evolution is predicted with sensor-
based data collected from the construction site. 
Subsequently, a nonlinear and time-dependent finite 
element analysis is fed with the adequately calibrated, 
predicted strength evolution. Data and results are infused 
and visualized within a Digital Twin platform. This 
information is thus available for many stakeholders, i.e., 
construction managers. Decisions on construction tasks 
such as formwork striking or tendons stressing in post-
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tensioned and long-spanned concrete slabs can then be 
taken based upon a more realistic analysis. More accurate 
models that account for the rheology of the materials are 
developed to describe the time-dependent structural 
behavior of the concrete structure during construction. 

The study is developed within the frame of the H2020 
European project ASHVIN (Assistants for Healthy, Safe, 
and Productive Virtual Construction Design, Operation 
& Maintenance using Digital Twins). The purpose is to 
pull the digital threads and methodologies into coherent 
solutions to be implemented over the construction 
process, as well as wrapped up data systematically for 
further use during the life-cycle of the asset. Ten 
democases are under development (design, construction 
and maintenance phases). The particular demo case 
regarding this research is the construction of an office 
building in Barcelona.  

This paper proposes a pipeline for the automation of 
nonlinear and time-dependent structural models with 
concrete maturity monitoring data from the construction 
site. A coherent integration of data from the site, sensors, 
a mobile app, FE-models, and BIM within a Digital Twin 
platform is presented. An assessment of how this pipeline 
is enabling efficient decision-making and quality control 
for formwork striking and tendons stressing activities is 
the ultimate goal of this case study. 

2 The Office Building 
The case study is a concrete building under 

construction located in the Barcelona district of Poble 
Nou. Currently, there are considerable construction 
projects under development inside this district under the 
umbrella of the 22@ innovation district. BIS structures, 
a Barcelona-based structural engineering office, together 
with many other stakeholders, agreed upon collaborating 
with ASHVIN, by facilitating access to MILE – Business 
Campus project construction site.  MILE is an office 
building project of 38,093m2, divided into three 
complexes: MILE-Badajoz, MILE-Llul, and MILE-
Ávila. The access was provided for the specific module 
of MILE-Ávila, a cast-in-place reinforced concrete 
building of long-spanned post-tensioned slabs, consisting 
of eight levels, and a total area of 16,524m2.  

 
Figure 1. MILE Ávila office building render 
(Provided by BIS structures)  

This case study represents an ideal scenario to define 
a framework for building construction digital twinning 
on several levels: 

• The concrete casting of this building is 
continuous and sequential, monitoring the 
formwork installation process is vital for project 
productivity.  

• The structure is heavily controlled and 
dependent on the slab deformation and 
serviceability limit states, prestressed activities 
play an important role in securing maximum 
allowable deflection. 

• The construction site is located within an urban 
area, where space is limited and heavy traffic is 
constant. 

 
Figure 2 shows the plan view of the post-tensioned 

slabs under study. These elements span 15.60 m plus a 
cantilever of 4.40 m. The transverse direction span is 5.40 
m. Their cross-section height is 50.0 cm, with hollow 
core, and top and bottom slabs of thickness 7.5 cm. Ribs 
of width 38.0 cm are distributed every 1.08 m in the 
longer span direction. Beams are post-tensioned through 
single-strand tendons with a diameter of 15.2 mm, an 
area of 140 mm2 and a prestress load of 195kN. The 
concrete class for the slabs is HP-40/B/20/IIa, defined in 
the EHE-08 structural concrete Spanish code [5], which 
is equivalent to C40/50 in the Eurocode classification. 

 
Figure 2. Mile Ávila post-tensioned long-spanned 
slab plan view (Provided by BIS structure) 
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3 Concrete Maturity Monitoring 
Monitoring the concrete maturity by measuring physical 
variables such as temperature may provide a good 
estimate of the compressive strength evolution. 
Prediction of such properties requires a maturity method. 
In this section, the theory and attributes of the ASTM 
C1074 method are first described in 3.1. Subsequently, 
potential benefits of its use are pointed out in 3.2. 

3.1 The Maturity Method 
Maturity is the development of the physical properties 

of the concrete as the hydration process progresses, 
including the gain of strength [6]. 

Since the 1950s, a maturity method has been 
developed to estimate the early-age concrete strengths as 
a function of temperature and time [6].  The widely-
implemented method adopted by ASTM C10741 [7], 
which assumes a nonlinear relationship between concrete 
temperature and the rate of development of concrete 
properties [8], defines an equation to calculate the 
maturity index: 

𝑡𝑒 =∑𝑒
−𝐸
𝑅
(
1
𝑇
−
1
𝑇𝑟
)
∆𝑡

𝑡

0

(1) 

Where te is the equivalent age at the reference 
temperature, E is the apparent activation energy, R is the 
universal gas constant, T is the average absolute 
temperature of the concrete during interval ∆t, and Tr is 
the absolute reference temperature. 

According to ASTM C1074, the relationship between 
concrete strength (S) development vs time (t) can be 
determined for a particular concrete mix, using Carino’s 
hyperbolic equation, as modified by Knudsen [9]: 

𝑆 = 𝑆𝑢
√𝑘(𝑡 − 𝑡0)

1 + √𝑘(𝑡 − 𝑡0)
(2) 

Where Su is the ultimate compressive strength, t0 is the 
initial time due to the compressive strength development, 
which corresponds to the time of hydration heat increase, 
and k is the reaction constant. 

Implementing the maturity method provides data 
nearly immediately and does not involve transporting 
samples or the management of crushing deadlines [10]. It 
requires calibration and it is mix-dependent.  The model 
cannot be extrapolated to considerable changes within 
the mix that may occur in subsequent concrete batches.  

Currently, sensor-based techniques are accessible for 
measuring and monitoring temperature in the interior of 
the concrete during the curing process. For instance, 
SmartRock2, TM TEMPCON or CONCRETE SENSORS 
are some of the brands available in the market [11]. 

Yikici et al. developed a wireless real-time 

monitoring system for concrete maturity calculation, 
which predicts the compressive strength of steam cured 
precast concrete, in addition, an IoT technique 
continuously compares measurements to expected values 
and sends emails notifications to production engineers 
[12]. 

For the prediction of long-term strengths, the existing 
maturity equations do not provide a good estimation. 
This model only considers the chemical reaction as the 
only affecting process [13], however, it is relevant for 
construction operations. 

3.2 Advantages in construction activities 
3.2.1 Formworks Striking 

The cost of formworks for casted on-site 
constructions of concrete buildings is significant. For 
most structures, the time and cost required to erect, and 
strike the formwork is greater than the time and cost to 
place the concrete or reinforcing steel [14]. Formworks 
are often rented, representing the largest single cost 
component of a structural frame building construction. It 
varies between 35 and 45% of a reinforced concrete 
structure’s unit cost [15]. 

Monitoring the temperature of the concrete at early 
ages allows predicting the compressive strength 
evolution. This information can be used to reduce the 
striking time of the formwork [16-17]. Idle time can be 
minimized and decisions can be taken using real data. For 
this purpose, an adequate framework that intertwins 
production, cyber-physical systems, and digital and 
computing technologies is required. 

3.2.2 Tendons Stressing 

During the construction of the post-tensioned 
concrete slabs, the post-tensioning of the tendons must 
not be initiated before the concrete reaches the transfer 
strength specified by the structural project engineer [18]. 
According to ACI 318-19[19], compressive strength 
must be at least 17,5 MPa for single-strand or bar tendons, 
and 28,0 MPa for multistrand tendons. To verify the early 
age strength of the concrete, samples shall be tested, 
securing storage and curing conditions similar to those of 
the in-situ concrete [19]. 

Adequately calibrated concrete maturity functions 
prove to give reliable strength development data. This 
has the potential to simplify the procedure of prediction 
of the strength and monitor the development on post-
tensioned concrete slabs [20].  

Luke et al. [21] investigated the ability of the maturity 
method to predict the prestressing release strength for 
steam cured precast/prestressed concrete box beams, 
comparing the compressive strength of several 
companion cylinders with the one obtained using the 
maturity method, which led to accurate results. A set of 
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recommendations was proposed to reduce the number of 
test cylinders. 

4 Methodology 
An automated pipeline framework (Fig. 3) is 

proposed in this study. An information construct that 
adds a decision-prone layer to the Digital Twin of the 
building is proposed. The pipeline connects nonlinear 
time-dependent FE models with concrete monitoring data 
for cast-in-place reinforced buildings during the 
construction phase. The rheology of the material is thus 
considered within the time-dependent structural analysis. 

 
Figure 3. Proposed automated pipeline 

4.1 Temperature data collection 
For this study, prototypes for data acquisition were 

developed. Electronic prototyping platforms allowed 
tailor-making of the data flow. Two different types of 
temperature measuring sensors were used to collect data 
from long-spanned slabs. The first sensor type was a 
thermocouple K-type sensor with a range from 0ºC to 
400ºC and an error of ±2.2ºC, connected to a MAX6675 
module that transforms the analog signals to digital, two 
units of this sensor were used. The second sensor type 
was a DS18B20, a waterproof digital sensor that uses a 
Wire-1 protocol to communicate and measure 
temperature in a range between -55ºC to 125ºC with an 
error of ±0.5ºC. The energy was supplied by power banks 

of 5000mAh. The sensor data was saved on an SD card 
for further processing. A Bluetooth HC-05 ZS-040 shield 
sent data to mobile phones for real-time values 
verification. All these components were plugged and 
synced to an ESP32 SoC (System on Chip) module 
through the Arduino IDE (Integrated Development 
Environment) platform. These hardware modules 
represent a cost-effective tool with open prototyping 
capabilities.  

 
Figure 4. DS18B20 hardware module installed 
during concrete slab pouring 

The locations of the sensors are shown in Figure 5.  
Access during the concrete pouring of the slab was 
restricted. Sensors were mounted in the allowable areas 
and fully embedded in the concrete mix to avoid 
interference with ambient temperature. There is a margin 
of improvement when it comes to the number of sensors 
as well as their location for capturing more adequate data. 
In this particular case, due to the site restrictions, a 
limited amount of points were set.  

 
Figure 5. Sensors’ locations at building top slab 
(Image extracted from the BIM provided by BIS 
structures) 
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Figure 6 shows data collected from sensors. 
Temperature evolution was recorded for 34 hours by 
Thermocouples K and 30 hours by DS18B20 sensor. 

 
Figure 6. Data collected from temperature sensors 

4.2 Real-time temperature verification 
A Mobile App was developed to retrieve real-time 

data from the sensors via Bluetooth (BT) at the 
construction site. The app was conceived for its use by 
non-technical staff, with a user-friendly and simple 
interface. The open prototyping environment also 
allowed embedding BT protocols. The app was 
developed using the MIT block-based coding online 
platform App Inventor, which consists of an intuitive 
visual programming environment (IDE) for developing 
Android-based applications [22].  

 
Figure 7. Android-based mobile application 
developed 

The Bluetooth communication between sensors and 
the mobile app is performed through the HC-05 shield 
connected to the ESP32 SoC. The data received at the 
time interval defined by the user can be stored in a CSV 
file together with a time stamp.  

4.3 Data processing 
Concrete temperature history is the input data to 

calculate the maturity index (Eq.1). This leads to 

predicting the compressive strength evolution by 
computing values in the calibrated graph of strength vs. 
maturity index. This graph is obtained through laboratory 
testing following the instructions of the ASTM C1074 [7], 
the results are valid for a particular concrete mix. 

The temperature sensors data, stored as CSV files in 
the SD cards of the hardware modules, is transferred to 
Grasshopper, in which a developed Python snippet 
allows estimating the maturity index. Using the 
temperature data,  and predicting the concrete strength 
evolution within the parametric environment (Fig. 8). 

 
Figure 8. Data processing in a parametric 
environment (Grasshopper 3D). 

4.4 From BIM geometry to FEM structural 
model 

BIM is called to implement a digital track of the 
building and infrastructure.  In this way, BIM 
significantly improves information flow between 
stakeholders involved during design and construction 
phases [23]. 

The Digital Twin is called to implement a digital track 
of the building and infrastructure during the entire 
lifecycle of the asset.  This living BIM model becomes 
useful at all stages (design, construction and operation). 

BIS structures provided the BIM structural model for 
MILE Ávila on Revit 2019. No architectural information 
was supplied, rebar detailing was retrieved from sheets 
for retaining walls, slab foundations, floor slabs, and 
beam active reinforcement. The building was primarily 
conceived for cast-in-place concrete. The BIM model is 
classified as LoD (Level of Development) 350. 

Using Rhino.Inside.Revit, a Grasshopper plug-in, 
parametrics models were built. It was thus possible to 
access the topological components of a three-
dimensional Brep (body, face, edge, and vertex). This 
option enables the model for the further discretization of 
cross-sections to perform elastic or inelastic analysis (Fig. 
9).  
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Figure 9. From BIM model to top floor slab 
parametric model 

Having access to the components of Brep (Boundary 
Representation), the discretization is enabled and 
calculations are performed using one of the methods 
developed within MatchFEM. MatchFEM is a tool under 
development within ASHVIN. Data collected from the 
sensors, processed in the same parametric environment 
will feed the FE-models. 

4.5 Finite Element Numerical Model 
The maturity method estimates with accurate 

precision the development of the concrete compressive 
strength as a function of time (see section 3). This 
information is embedded within the time-dependent 
analysis. Since one of the purposes of the study is to 
monitor structural behavior during a construction process, 
the application of loads and boundary conditions change 
over time as part of an evolutive construction sequence.  

To process accurately the conditions of the 
construction sequence, structural elements are calculated 
based on the numerical model of nonlinear and time-
dependent analysis for three-dimensional reinforced, 
prestressed, and composite concrete, developed by Marí 
[24].  

The mathematical model is based on frame finite 
elements with six degrees of freedom per node. Each 
element has a length and a prismatic cross-section 
discretized in filaments, which have a material (concrete 
or steel) associated and are geometrically defined by their 
area and position with respect to the sectional local axes. 

 
Figure 10. Filament frame element. (Source [24]) 

For two different materials, strain compatibility exists, 
therefore, perfect bond is assumed. The plane strain 
principle is implemented, consequently, is satisfied for 
mechanical and nonmechanical strains:  

∆𝜀(𝑧) = ∆𝜀𝑚 − 𝑧 ∗ ∆𝑐 (3) 

Uniaxial stress-strain constitutive models are applied 
for concrete, active and passive reinforcement, including 
the rheology of the materials. Loads are imposed to the 
nodes on specific instants, being able to introduce load 
increments, allowing a step-by-step analysis over time. 
Prestressing loads are introduced as an equivalent load 
vector obtained by balancing the forces of the 
prestressing tendons [25]. 

This numerical model was the base for the 
development of a computer program called CONS, which 
presents great computational efficiency. 

MatchFEM, one of the tools under development for 
the ASHVIN project digital toolkit, will implement 
several methods to stochastically adjust input parameters 
for multi-physics simulations using sensor-based 
measurements. The aim is to accurately represent many 
layers of behavior within the  Digital Twin of the asset. 
In this particular case, to perform the structural analysis, 
MatchFEM benefits from the efficiency and accuracy of 
CONS and levels up to a powerful graphical environment 
through parametric design tools such as  Rhino and 
Grasshopper. Notwithstanding, the information construct 
is conceived for proper interoperable models based on 
IFC (Industrial Foundation Classes). Sensors, FEM 
analysis and geometries can be then matched seamlessly. 

 
Figure 11. MILE-Ávila top slab cross-section 
filaments model in MatchFEM tool. 

4.6 Digital Twin platform 
Within the ASHVIN project, a game engine based 

Digital Twin platform is under development. It is 
conceived for enabling connectivity, device management, 
data acquisition and embeddedness of the different tools. 
The ASHVIN platform will allow for plug-and-play 
connectivity with a wide range of devices and real-time 
data processing functionality. First, the incorporation of 
as-designed data from BIM models is necessary. An IFC 
standard format or open file format can be converted to 
the platform together with all BIM metadata. 

Simulated data from the Grasshopper software via 
MatchFEM ASHVIN tool is converted to JSON string. 
As a result, visualization of the proper physical behavior 
of the Digital Twin is possible, including the temperature 
history, maturity index, concrete strength evolution, and 
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the nonlinear time-dependent FEM analysis.  

 
Figure 12. Simulated data to Digital twin platform 
to Construction Manager 

Construction managers can track the evolution of 
realistically fed models of sequential constructions. With 
such information, it may be possible to take decisions on 
construction activities, such as formwork striking or 
stressing of tendons. 

5 Discussion 
This section summarizes the advantages and 

challenges of the proposed methodology. 

5.1 Automation advantages  
The result of the automated pipeline is a digital asset 

that holds the physics behavior data history of a real 
building structure at the construction phase. This 
information is assembled in a Digital Twin environment, 
where is available in a user-friendly graphical interface. 
Construction managers can benefit from the Digital Twin 
for a more data-driven decision-making process.  

Applying isolated concrete monitoring systems 
without an active connection between the real asset and 
the digital models could lead to deficient data 
management and increase data loss risk, reducing their 
impact on construction activities.  

In addition, Digital Twins store data for long-term use, 
therefore, owners or stakeholders have access to the 
physics history of the structure and could use this 
information for future interventions or maintenance plans. 

Particularly for the case study, prestress activities 
were planned to start after 5 days of concrete curing time. 
Maturity index results showed that stressing of tendons 
could initiate at least one day earlier. Hitherto, data 
collection time was not enough to evaluate formwork 
striking. 

5.2 Methodology implementation roadmap 
Following, limitations, lessons learned, and future 

work are gathered to establish a roadmap for the 
implementation of the proposed methodology: 

• The hardware modules used for data acquisition 
had a limited energy supply and a restricted 
mounting process. Future works based on 
integrated existing commercial sensor-based 

maturity monitoring systems are needed (see 
section 3.1), capable of sending data wireless 
being completely embedded in the concrete mix, 
enabling installation before the slab pouring to 
avoid interference with the activity. 

• As defined by Carino [9], sensors must be 
mounted at locations with critical exposure or 
structural requirements. Project engineers must 
define the numbers and locations of sensors for 
each slab. For this research, locations were 
limited to accessible areas. The accuracy of the 
predictive model requires profuse data 
collection. However, this may not be possible 
due to site conditions. In this case, cylinder 
samples shall be taken. 

• The development of procedures for sending data 
directly from the sensor to an IoT platform and 
then into Grasshopper, will improve the data 
flow and avoid human intervention. 

• Traditionally, for the quality control of the 
concrete compressive strength, many cylinder 
samples are tested. The ASTM C10741 
procedure has the potential to reduce cylinder 
testing, as it only requires crushing samples for 
a particular concrete mix [7]. Nevertheless, 
owners and stakeholders have to agree upon 
accepting concrete maturity as the method for 
quality control to have a real impact in striking 
formwork or prestressing activities. 

6 Conclusion 
A comprehensive pipeline for automation of 

nonlinear and time-dependent structural models with 
concrete maturity monitoring data from the construction 
site was proposed, describing the integration of the BIM 
model provided by the owner, the hardware modules for 
sensor-based temperature data, a mobile app for real-time 
values verification on the construction site, the finite 
element model analysis fed by the evolution of the 
concrete compressive strength at early ages, and the 
incorporation of the results into a Digital Twin platform. 
The implementation of this framework has the potential 
to improve the decision-making and quality control for 
formwork striking and tendons stressing activities.  

The developed methodology paves the way for the 
application of Digital Twins of buildings during the 
construction phase, with an explicit active connection 
between digital models and the physics of the real asset. 
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Abstract – 

 The use of standardized BIM Classification 
Systems helps to improve the efficiency of the 
tendering, planning, and control of construction 
projects. The Colombian government has identified 
BIM as a key strategy to help increase the 
construction industry’s productivity and improve 
value for money in public works projects. At the core 
of the strategy is the need to implement a 
standardized Classification System that allows the 
government to consistently verify project scope, 
compare bids, and easily control projects. Although 
numerous Classification Systems already exist, they 
do not include prevalent construction methods and 
linguistic variations specific to Colombia, which can 
lead to misrepresentation issues and lack of 
standardization across the industry. In this paper, a 
Colombian BIM Classification System is proposed, 
called ColombiaClass. ColombiaClass was developed 
based on the Chilean regulations for the 
standardization of construction items (NCh 1156), 
and adjusted to the Colombian context defining the 
order, classification, and name up to level 3 using 
current technical regulations, different databases for 
budgets of official entities and the collaboration with 
Colombian construction professionals. It was 
validated in 2 ways: checking ColombiaClass’s ability 
to represent multiple official construction budgets 
corresponding to five Colombian regions (83% of the 
country) and using the Delphi Method, conducting 
two expert panels:  one with field engineers and 
architects, and the other with BIM experts from the 
Colombian Ministry of Housing, BIM Forum 
Colombia, and the Colombian National Planning 
Department (DPN). As future research, the authors 
call to develop levels 4 and following, using the 
methodology described in this paper. 

Keywords – 
      Building Information Modelling; BIM 
Classification Systems; Colombian BIM 
Classification System; Public works; National BIM 
strategy; ColombiaClass

1 Introduction 
Unlike in other industries, productivity in the 

construction industry has not increased in the last 50 
years [1]. In Colombia, 40% of pubic work projects 
during 2019 presented delays [2][3], and one of the main 
causes was attributed the uncertainty of project cost and 
non-compliance with project schedules [4]. Construction 
plays an essential role in the Colombian economy, 
representing 6.9% (average between 2015 and 2019) of 
the Gross Domestic Product (GDP) [5]. For this reason, 
the Colombian Government has launched a National 
BIM Strategy 2020-2026 seeking to increase productivity 
and improve project management practices, especially 
information management [4]. 

Public works in Colombia need to have transparent, 
auditable, non-fragmented processes that articulate the 
different actors [4]. Since 2019, several government 
decrees have been published called "standard tenders" 
that standardize public works bidding processes focusing 
on legal and professional experience requirements. 
However, to date requirements for budget structuring and 
project controls have not been addressed.  

Currently, there is no norm that standardizes the 
construction items or the budget structure for public 
works in Colombia. Hence, each firm has its own ad-hoc 
Classification System. This makes it extremely difficult 
and time consuming for public entities to compare scopes 
and pricing between bids, and to carry out project 
controls throughout the project. Moreover, without a 
standardized BIM Classification System it is impossible 
to pursue initiatives towards the automatization and 
robotization of the tendering and control processes.  
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Since 2020, construction licenses in Colombia can be 
submitted to public authorities in a digital IFC format [6]. 
Having a standardized Classification System could 
enable stakeholders to leverage BIM through the entire 
building life cycle, taking advantage of IFC’s data 
exchange formats that support interoperability between 
numerous BIM platforms[7].  

Implementing an existing Classification System in 
Colombia has two main drawbacks. First, most 
Classification Systems are in English, making them 
unsuitable for public bids since Colombian contracting 
law requires that all documents must be in Spanish. On 
the other hand, Classification Systems that are in Spanish 
have been adapted to the specific linguistic and 
construction practices of their home countries (e.g., Chile 
NCh 1156 standard and Spain GuBIMClass 
Classification System). Implementing these existing 
Classification Systems in Colombia would not respect 
the linguistic diversity of the country and lead to 
misclassification problems. Moreover, there are several 
construction methods that are used in Colombia that are 
not typically used in other parts of the region. For 
example, Caissons are still a popular deep foundation 
method used in the country, partition walls are typically 
in clay masonry, and there are structures in special woods 
such as Guadua or bamboo.   

In this paper, a BIM Classification System is 
proposed called the ColombiaClass. It is based on the 
Chilean NCh 1156 (designation of items) standard and 
was adapted to the Colombian context by comparing, 
analysing, and classifying the construction items of 33 
existing public works budgets from several Colombian 
Public entities as well as different private databases.  The 
proposed Classification System was validated by using 
the Delphi method, where two expert panels were held to 
determine adjustments considering the perspective of 
builders, designers, academics, and BIM professionals 
from construction companies and the Ministry of 
Housing, the National Planning Department (DNP) and 
the BIM FORUM Colombia. In the short term, 
ColombiaClass will help the Colombian government’s 
goal to tender all public works projects using BIM 
methodology by 2026 and push towards standardized 
tenders.  

2 Methodology 
Chile is a pioneer in the region in BIM 

implementation for public works, with a 10-year National 
BIM Strategy from 2016 to 2025. As a result, by 2020, 
53% of the projects of the Ministry of Public Works have 
been tendered under the BIM methodology described in 
its PlanBIM [8]. Hence, the Chilean standard NCh 1156 
of 2018: construction - technical specifications - 
management and designation of items [9] was used as a 

basis for the ColombiaClass.  The NCh 1156 was 
analysed and fully understood by reviewing documents, 
databases and consulting with a Chilean engineer who 
has been working in field for more than 10 years.  

Using the NCh 1156 as a base, the ColmbiaClass 
scope and construction item names was reviewed by 
following three steps: 1) reviewing applicable Colombian 
technical regulations 2) analysing publicly available 
budgets for different types of buildings 3) checking the 
scopes of other Classification Systems. During this 
process the construction items in the proposed 
Classification System were named, hierarchized, and 
designated. 

2.1 Review of technical regulations  
 An exhaustive review was made for the main 

technical regulations related to public works in Colombia 
checking the naming and completeness against the NCh 
1156: 
• RAS2000 [10] is the technical regulation for

hydraulic infrastructure networks and NTC1500 [11]
is the Colombian Pipework code. Based on these two
documents, the correct names for networks,
accessories and structures were extracted according
to whether the systems were for buildings or
infrastructure.

• RETIE [12] and Retilap, [13] both contain the
technical specifications for electrical and lighting
networks. From these, construction items were
extracted related to electrical networks,
telecommunication, public lighting, normal and
emergency lighting.

• IDU Sidewalks Booklet 2018 [14], Bogotá Planning
Office. This technical specification was used to
extract the names of the pavement layers and the
complementary elements of the sidewalks.

• The book Architects’ Data (in Spanish “El arte de
proyectar en Arquitectura) [15], was used to
understand, classify and name the different
architectural elements. In general, Colombian
architectural projects use the nomenclature that is
used in this book.

• INVIAS technical documents for roads [16]. The
authors used the technical specifications published
by INVIAS to extract names, components and
elements that make up the roads and their
complements.

• Health infrastructure regulations of the Ministry of
Health[17]. This ministry has published several
decrees establishing the guidelines and requirements
for health centres. From these documents, the
authors extracted mainly line items related to the
management of clinical gases and extraction of
contaminated water and clinical waste.
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2.2 Analysis of official budgets  
A Classification System for BIM is not limited to 

coding the construction elements (3D), it is also used for 
scheduling (4D) and cost estimating (5D) [1]. Therefore, 
it is necessary that the construction items in the 
ColombiaClass allow field managers to link BIM 
elements with budget elements. In this step, the authors 
adjusted the construction items that were identified in the 
previous step according to the results obtained when 
analysing the 33 official budgets described in Table 1.   

The choice of budgets was developed using an 
information-oriented selection with maximum variation 
cases strategy [18]. The selection criteria were the type 
of public building, the contracting entity, and the 
geographical location of the project. Additional budgets 
were added to the analysis if they provided added 
information along a certain dimension. The analysis was 
closed once no new budgets could be found that added 
information dimensions to the case studies that had 
already been analysed. The selected budgets correspond 
to 25 state entities and different types of public buildings 
that have been tendered in recent years.  

Table 1 Official budgets analysed. 

Entity Qty Building type 
Aerocivil 4 Airport 

Ministry of Culture 2 Library 
 

Mayor's Office of Espinal 1 Cafeteria 
USPEC 1 Jail 

Mayor's Office of Remedios 1 Social centre 
Gov. of Cundinamarca and 

N.S 2 Clinic 

Mayor's Office of… 3 School 

UAESP 1 School 
 

Pascual Bravo Tech institute 1 School 
Gov. of... 2 School 

Mayor's Office of... 3 Sports centre 
IMDRI 1 Sports centre 

Mayor's Office of Cucuta 1 Office 
Findeter 2 Park 
IDRD 1 Park 
IDU 1 Skating rink 

College of Cauca 1 University 

IDU 2 Transport 
Station 

Metrocali 2 Transport 
Station 

Mayor's Office of San Juan 1 Houses 
The analysed budgets correspond to projects located 

in five of the six regions of the country as shown in 
Figure 2. Only the island region of San Andres and 
Providencia is missing.  

 
Figure 1. Budgets analysed by region (adapted from 

ICA Map)[20] 
 
One of the objectives of the project was to cover the 

entire range of public building types tendered in 
Colombia. The authors found and analysed budgets for 
14 types of public buildings, which to the author’s 
knowledge, covers the entirety of tendered public 
buildings in Colombia published in SECOP. 
ColombiaClass was able to represent the scopes of all the 
different types of building projects. On the other hand, 
the variety of budgets selected by location and 
contracting entity made it possible to compare and adjust 
the linguistic diversity, construction processes, elements 
and materials used in different regions. 

2.3 Analysis of existing Classification Systems 
After adjusting the ColombiaClass line items with the 

technical regulations and official budgets, a review and 
comparison was made between the scopes of the 
Uniformat 1998 [21], UniClass [22], and GuBIMClass 
[23] classification against the ColombiaClass.  

The Uniformat was analysed because it is an 
American Classification System and most of Colombian 
design standards have been based on American standards. 
Additionally, the Uniformat has the same hierarchical 
criteria as ColombiaClass. The EF table of UniClass was 
also analysed because it is an extremely complete 
Classification System that is also structured using a 
hierarchical organization. Finally, the  GuBIMClass was 
analysed because it is one of the few Classification 
Systems that were created specifically to be used in 
conjunction with the BIM methodology [24]. Also, it has 
an important focus on the design and construction phases, 
that are the phases in which public projects are tendered 
in Colombia. Overall, one of the most significant 
adjustments that were made to the ColombiaClass was 
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incorporating the health and safety section of 
GuBIMClass, which is a critical element to ensure 
project success especially during the past few years due 
to COVID-19 epidemic. 

2.4 Validation using the Delphi Method 
The Colombia Class was validated by using the 

Delphi method, which is a common research method 
employed in numerous scientific disciplines. Only in 
2008, 105 of 15,000 articles published by 4,000 
publishers in Scopus employed the Delphi Method [25]. 
This method consists of a panel of several experts, 
preferably between five and ten, who are presented with 
a complex topic or problem and after discussion agree on 
a solution [26]. The value of the Delphi method lies in 
the ideas that come out of the expert panel, since the 
communication in this activity is effective, allowing the 
consensus of the participants [26]. 

For this paper, the topic to be addressed by the panel 
of experts was the ColombiaClass up to level 2: chapters 
and subchapters through a top-down approach. Two 
expert panels were held, the first one focused on the 
validation of the names of the first two levels of the 
ColombiaClass. The experts were composed of engineers 
and architects BIM coordinators, designers of hydraulic, 
gas, and electrical networks, contractors with more than 
25 years of experience in public works, project engineers, 
and a member of the Department of Public Works. It 
should be noted that these panellists are from different 
regions of the country, to achieve a correct validity of the 
terminology.  

The second panel focused on the validation of the 
scope, hierarchy, and order of the ColombiaClass. The 
experts were composed of engineers and architects with 
extensive BIM knowledge and experience in BIM 
implementation in Colombia. These panellists work with 
the Ministry of Housing, the BIM Forum Colombia, and 
advising public and private companies in BIM 
implementation and the creation of Classification 
Systems for private construction companies.  

The Delphi Method provided useful feedback that 
enriched the research and completing the final 
adjustments to the ColombiaClass. Some of the most 
significant changes were a) scope of wet and dry 
networks, b) inclusion of industrial wastewater according 
to applicable regulations, c) more intuitive and user-
friendly nomenclature.  

3 Proposed classification system for BIM: 
ColombiaClass. 
The ColombiaClass has the following coding: 

𝐴𝐴𝐴. ##. ##. ## 

Where the first 3 letters correspond to the chapter, 
the first 2 digits that follow correspond to the subchapters, 
the next 2 digits to the section, and the last 2 digits to the 
elements.  In addition, the numbers increase by 10, giving 
the user the flexibility to enter information that was not 
classified while preserving a logical hierarchical 
representation. It is worth mentioning that the last 2 digits 
of the coding corresponding to the elements were not 
developed since they are not part of the scope of this 
research. 

ColombiaClass level one is composed of 21 chapters 
show in table 2. The letters that name each of these 
chapters correspond to an abbreviation of the chapter 
name in Spanish.  

Table 2 Chapter letters and Names 

Chapter letters Chapter Name 

TRA Procedures and preliminary 
studies 

CAL Quality control 
PRO Provisionals 
PRE Preliminaries 

MOV Earthworks and soil stabilization 
CIM Containment and foundations 
EST Structure 

MAM Masonry and partition walls 
CUB Roof 

MET Metal, aluminium, and glass 
carpentry 

MAD Carpentry wood and other 
materials 

PIN Painting and waterproofing 
ACA Finishes 

HID Hydraulic and gas networks and 
installations 

CLI HVAC 

COM Telecommunication networks 
and installations 

ELE Electrical and lighting networks 
and installations 

ESP Special networks and 
installations 

MEC Mechanical conveying systems 

URB Urban planning and exterior 
works 

CIV Civil works 

Table 3 contains the subchapters (level 2) of each one 
chapter described in table 2.  

Table 3 Subchapters of chapter CAL 

Coding to 
level 2 Subchapter Name 

TRA (Procedures and preliminary studies) 
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TRA.10 Procedures 
TRA.20 Study of biological agent 

TRA.30 Environmental, hydraulic, and 
hydrological study 

TRA.40 Archaeological survey and 
paleontological study 

TRA.50 Vulnerability study  
CAL (Quality control) 

CAL.10 Testing of internal networks and 
installations 

CAL.20 Soil testing 
CAL.30 Provisionals 
CAL.40 Civil works testing 

PRO (Provisional works) 
PRO.10 Provisional construction 
PRO.20 Provisional networks 
PRO.30 Temporary signs 

PRE(Preliminaries) 
PRE.10 Demolition clean-up 
PRE.20 Topography 
PRE.30 Canalization of water courses 
PRE.40 River defence and water table 

MOV(Earthworks and soil stabilization) 
MOV.10 Earthworks 
MOV.20 Slope stabilization 

CIM(Containment and foundations) 
CIM.10 Retaining wall 
CIM.20 Shallow foundation 
CIM.30 Deep foundation 

EST(Structure) 
EST.10 Vertical elements 
EST.20 Horizontal elements 
EST.30 Reinforcement of existing building 
EST.40 Seismic response control system 
EST.50 Roof structure 
EST.60 Reinforcement of roof 
EST.70 Stair 

MAM(Masonry and partition walls) 
MAM.10 Masonry wall 
MAM.20 Lightweight walls 
MAM.30 Concrete wall 
MAM.40 Mud wall 

CUB(Roof) 
CUB.10 Support and structure 
CUB.20 Cover roof 
CUB.30 Eaves 
CUB.40 Skylight 
CUB.50 Pediment 

CUB.60 Complementary and water protection 
elements 

CUB.70 Bargeboard 
CUB.80 Special details 
CUB.90 Green roof 

MET(Metal, aluminium and glass carpentry) 
MET.10 Exterior door 

MET.20 Gate 
MET.30 Interior door 
MET.40 Closet door 
MET.50 Window 
MET.60 Locksmith and railing 

MAD(Carpentry wood and other materials) 
MAD.10 Exterior door 
MAD.20 Gate 
MAD.30 Interior door 
MAD.40 Closet door 
MAD.50 Window 

PIN(Painting and waterproofing) 
PIN.10 Painting 
PIN.20 Varnish and sealant 

PIN.30 Waterproofing, sealing and water 
repellent. 

ACA(Finishes) 
ACA.10 Ceiling 
ACA.20 Façade and exterior wall 
ACA.30 Interior wall 
ACA.40 Floor 
ACA.50 Thermal and acoustic insulation 
ACA.60 Safety and security  
ACA.70 Overlapping mouldings 
ACA.80 Finishing stair 
ACA.90 Ventilation grids 

ACA.100 Fireplaces 
ACA.110 Fixed furniture and accessories 
ACA.120 Mobile furniture 
ACA.130 Signage 

HID(Hydraulic and gas networks and 
installations) 

HID.10 Plumbing fixture 
HID.20 Water system 
HID.30 Irrigation system 
HID.40 Rainwater system 
HID.50 Sanitary system 
HID.60 Industrial water 
HID.70 Water treatment system 
HID.80 Fire protection system 
HID.90 Gas system 

CLI(HVAC) 
CLI.10 Air-conditioning system 
CLI.20 Heating system 
CLI.30 Ventilation system 

COM(Telecommunication networks and 
installations) 

COM.10 Radio and TV 
COM.20 Access control 
COM.30 Voice and data 

ELE(Electrical and lighting networks and 
installations) 

ELE.10 Lighting system 
ELE.20 Electrical system 
ELE.30 Audio & projection system 
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ESP(Special networks and installations) 
ELE.10 Waste extraction 
ELE.20 Fuel and specialty gases 
ELE.30 Scenotechnics 
ELE.40 Facade cleaning system 
ELE.50 Security 

MEC(Mechanical conveying systems) 
MEC.10 Elevator 
MEC.20 Stretcher elevator 
MEC.30 Forklift 
MEC.40 Car lift 
MEC.50 Overhead crane 
MEC.60 Escalator 
MEC.70 Conveyor belt 
MEC.80 Funicular 

URB(Urban planning and exterior works) 
URB.10 Enclosures 
URB.20 External roads and sidewalks 
URB.30 Bicycle lane 
URB.40 Landscaping 
URB.50 Parks, squares and kiosks 
URB.60 Swimming pool 
URB.70 Sport and urban furniture 
URB.80 Parking 

CIV(Civil works) 
CIV.10 Water system 
CIV.20 Sanity system 

CIV.30 High and very high voltage electricity 
system 

CIV.40 High pressure natural gas system 
CIV.50 Earthwork 
CIV.60 Pavement structure 
CIV.70 Highways complement 
CIV.80 Signalling and road safety elements 
CIV.90 Green areas 

 
As an example, up to level 3 (section), the shotcrete 

coding is MOV.20.40, where: 
• The chapter (level 1) is MOV which 

corresponds to the Earthworks and soil 
stabilization. 

•  The subchapter (level 2) is .20 corresponding to 
the Slope stabilization  

• The Section (level 3) es .40 which corresponds 
to the Shotcrete. 

4 Analysis.  
NCh 1156 of 2018 [9] was the main input to create 

the ColombiaClass, however, as the research progressed, 
much of the structure of NCh 1156 was transformed. The 
coding used by NCh 1156 is shown below. 

 
The section is represented with a letter ranging from 

A to I, the elements, titles, and subtitles have a number 
that increases 1 by 1. In addition, the number 80 is used 
in the section, element, title, and subtitle to include 
everything that has not been standardized and the letter G 
to describe generalities. These last two representations 
were removed in the ColombiaClass and the coding is as 
follows: 

 
NCh 1156 in its level 3 (title) has 980 items, 653 of 

which were modified to get the ColombiaClass, this 
means that more than 66% of the level was modified.  
Also, level 1, went from 9 sections (NCh1556) to 21 
chapters (ColombiaClass), changing all the names and 
scopes of each item of this level, except for mechanical 
conveying systems. 

Not only does the ColombiaClass have numerous 
differences from Nch 1156, but it also differs from 
GuBIMClass, Uniclass and Uniformat. Some examples 
of scope gaps that were resolved using ColombiaClass 
are shown below:  

 
1. Clinical gases: 
• ColombiaClass: ESP.20.10 
• UniClass: No classification for specific gases, the 

nearest is EF_55_05 corresponding to Gas 
Extraction and Treatment [22] 

• Uniformat: No classification for gases, all types of 
gases are implicitly included in D2090 
corresponding to Other Plumbing Systems [21] 

• GuBIMClass: No classification 
 

2. Escalator: 
• ColombiaClass: MEC.60.10 
• UniClass: No classification for specific type of stair, 

the nearest is EF_35_10_30 and EF_35_10_40,  
corresponding to Internal Stairs and External Stairs 
respectively. [22]  

• Uniformat: No classification for specific type of 
stair, the most similar is C2010 corresponding to 
Stair Construction [21]  

• GuBIMClass: 60.30.10.30 [23] 
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3. Green Roof: 
• ColombiaClass: green roof is the section CUB.100 

and the elements that make it up are CUB.100.10 to 
CUB.100.90 where they include the growth 
medium, drainage layer, etc. 

• UniClass: No classification 
• Uniformat: No classification 
• GuBIMClass: No classification 
 
4. Measuring and protection equipment- biosafety and 

health: 
• ColombiaClass: ACA.10.40 
• UniClass: No classification 
• Uniformat: No classification 
• GuBIMClass: 80.40.20.10 corresponding to Health 

and safety measurement and detection equipment  
[23] .  
ColombiaClass was created with the goal of going 

beyond 3D BIM modelling, helping field managers to use 
it for scheduling (4D), cost estimation (5D), and beyond. 
For this reason, the Procedures chapter was created, 
which includes codes that cannot be assigned to a BIM 
element of the 3D model but can be assigned to cost 
estimation and scheduling.  

Table 4 reproduces the comparison between 
Classification Systems published by Eastman [18], 
adding the ColombiaClass for comparison.  

Table  4. Comparison between existing Classification 
Systems (adapted from Eastman [18]) 

Classif. 
system/ 
criteria  

Scope  
Principle 
Categori- 

zation 
Taxonomy 

OmniClass 

Organization and 
sorting of product 
information for all 

elements in the 
project life cycle 

Faceted 15 tables 

UniFormat 

Organization of 
physical elements of 

a construction.  
Used for cost 

estimation 

Hierarchical 1 table with 5 
levels 

Uniclass 

All aspects of 
the design and 
construction 

process. 

Faceted 11 tables 

Colombia 
Class 

All elements 
(physical and non-
physical) of design 
and construction 

process 

Hierarchical 1 Table  

5 Conclusions and future work 
ColombiaClass is a BIM Classification System 

designed for building projects and in turn, serves as a 
standard for the definition and hierarchization of building 
construction items for public buildings in Colombia. This 
system was conceived for the public sector and is aimed 
at standardizing the bidding documents that have been 
developed in recent years, thus allowing bidding 
processes and works to be more transparent, efficient, 
and with better information management.  

In the discussions generated in the expert panels, it 
was corroborated that Colombia needs to create a 
Classification System for BIM that fits the Colombian 
construction context. 

To ensure that the ColombiaClass articulates 
correctly with BIM models and supports interoperability, 
data exchange, and cost and time analysis, future research 
should be done carrying out case studies using a bottom-
up approach. This research should be done once the level 
4 of the ColombiaClass is completed.  

Additionally, as future research, the authors propose 
that the ColombiaClass be reviewed with ISO 12006 and 
adjusted if necessary. Also, the ColombiaClass should be 
expanded to cover the asset management phase and 
infrastructure projects. We invite readers to contact the 
corresponding authors to access the ColombiaClass and 
to collaborate in developing it further. 
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Abstract – 
This document presents an automated pipeline to 

process sensor-based data produced during load tests 
on digitally twinned HS railway bridges.  The 
research is developed within the frame of the H2020 
European project ASHVIN, related to Assistants for 
Healthy, Safe, and Productive Virtual Construction, 
Design, Operation & Maintenance using Digital 
Twins. The pipeline is developed within a digital twin 
application based on event-driven microservices, 
which integrates the ASHVIN IoT platform, the IFC 
building information model and an array of services 
dedicated to automating processes performed during 
the operation stage of structural assets.  A load test 
carried out on a bridge located on a HS railway in 
Spain is used as a demonstrator. 

Keywords – 
Digital Twin; IoT; Load Tests; BIM; 

Automated Pipeline; Data processing; Event-based 
Microservice Architecture 

1 Introduction 
Digital twins are cyber-physical systems able to ac-

curately track the behavior of built assets. In addition, 
these information constructs are called to accurately rep-
resent all relevant processes during their design, con-
struction, and operation stages. A seamless two-way in-
formation flow is established between the real and the 
virtual realms. This is enabled by developing workflows 
based on novel technologies that are nowadays flourish-
ing within the AECO industry (Architecture, Engineering, 
Construction, and Operation, namely, Building Infor-
mation Modelling (BIM), the Internet of Things (IoT), 
Simulation and Decision-Making services.  

BIM models offer high fidelity representations of all 
components of a project, containing both, geometrical 
and semantic information, that allow to manage costs, 
schedules, and processes from a single source of truth, 

enhancing collaboration among stakeholders [1]. Exten-
sive research has been dedicated to BIM for the design 
and construction stages of built assets, however, BIM for 
operation and facility management is still in its early 
stage. The value of BIM during this stage of the asset’s 
lifetime is highly dependent on real-time updates of its 
status. Presently, AEC industry digitalization is conceiv-
ing BIM-enabled cyber-physical systems [2]: physical 
assets are continuously monitored, fusing information 
from different sources and in multiple formats with vir-
tual models into digital twin environments. Therefore, in-
teroperability among information sources is a key chal-
lenge if comprehensive digital twins are expected as a so-
lution. IoT provides the technology stack that enables in-
teroperability, interconnecting models, stakeholders, 
physical assets, external applications, and other virtual 
representations, to facilitate the development of intelli-
gent services with self-configuring capabilities [3]. How-
ever, there is a lack of studies describing the development 
of applications based on the digital twin concept for prac-
tical implementation in tasks related to civil and struc-
tural engineering. Thus, digital twin architectures and de-
velopment methodologies need to be stablished. 

In this paper, a case study is presented, where a digital 
twin application is developed to process data gathered 
during load tests on HS railway bridges in an automated 
fashion. Load tests on bridges are needed, repeatable and 
prone to standardize operations that represent the pivots 
on which the structure turns from construction to the op-
eration stage. Therefore, automation could largely bene-
fit stakeholders who perform this type of assessment, re-
ducing considerably labor times and, thus, increasing 
productivity while reducing costs. To this end, an auto-
mated pipeline is assembled into a digital twin frame-
work, involving users, BIM, sensors, databases, and data 
processing modules.  

The study is developed within the framework of 
ASHVIN project, which is related to Assistants for 
Healthy, Safe, and Productive Virtual Construction, De-
sign, Operation & Maintenance, using Digital Twins. The 
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project provides a series of demonstrators for each sce-
nario, including bridges, buildings, and industrial facili-
ties. This case study is developed on a high-speed railway 
bridge, located in Spain. The pipeline will perform ac-
cording to National standards, and results will be stored 
into an interoperable environment, facilitating data ac-
cess to users and external applications. This will set off 
the development towards the full digitalization of load 
tests in high-speed railway bridges, providing the initial 
status of the structure for a digitally twinned operation 
and maintenance of this type of asset. 

2 Description of the case study 
In this chapter, the context for the development of the 
pipeline is described, that is, the bridge and the load test.  

2.1 The bridge 
The viaduct, called La Plata, is part of the Spanish na-

tional high-speed railway network.  The network is 
owned and managed by ADIF (Administration De Infra-
structures de Ferrocarril) and is operated by RENFE (Red 
Nacional de Ferrocarriles Españoles), a railway transport 
company that offers a high-speed service called AVE 
(Alta Velocidad Española) in which trains run over the 
network overpassing 300 km/h. The viaduct is in a rural 
environment between Plasencia and Cáceres on a 437 km 
branch connecting Madrid and the Portuguese border, 
which has been under construction recently. 

 
Figure 1. Representation of the high-speed 
railway network in Spain. The railway branch in 
which the bridge is located is highlighted. 

The structure of the viaduct is arranged in 4 spans 
with a total length of 114m. The deck is 14m wide and 
consists of a continuous beam of prestressed concrete 
casted in situ that is supported by double cylindrical piles. 
Figure 2 shows a drone view of the Viaduct. 

 

 
Figure 2. Drone view of the viaduct. 

2.2 The Load Test 
Load tests on the viaduct were performed by Drace 

(formerly Geocisa). The procedure followed the National 
norm provided by ADIF (NAP 2-4-2.0) regarding load 
tests on railway bridges under construction. According to 
this norm, static and dynamic actions are systematically 
reproduced to evaluate the structural performance of the 
bridge, and subsequently compared with theoretical cal-
culations obtained from physical models.  

During the static tests, the structural response is meas-
ured in a 5-step loading sequence: initial position, load-
ing, stabilization, unloading and recovery. Dynamic tests 
are performed as a series of passes where the train circu-
lates at different speeds.  

 
Figure 3. La Plata viaduct during the execution of 
a static load test. 

Accelerometers, strain gauges, displacement trans-
ducers and environmental sensors are used to measure 
vertical displacements of beams, vertical displacements 
at the supports, accelerations, deformations, temperature, 
and humidity during the realization of the tests. 

After the test is completed, data is processed to obtain 
the parameters that describe the structural response of the 
bridge: 

• Maximum vertical displacement  
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• Relative vertical displacements 
• Maximum deformation 
• Displacement after recovery 
• Impact coefficient 
• Natural frequencies and vibration modes 
• Structural damping 

The structure is validated if the results are in corre-
spondence with theoretical design of the structure. 

3 Digital twin enablers 
BIM tools provide semantic and contextual information 
while the IoT paradigm enables interconnection among 
devices such as sensors, actuators, and personal 
computers, enabling digital twin capabilities. Thus, the 
development of the pipeline for the digital twin of the 
target bridge is based on its BIM model, developed 
according to the IFC standard, and the ASHVIN IoT 
platform. 

3.1 The BIM Model 
Industry foundation classes (IFC) is a comprehensive 

and structured data schema that accurately describes the 
built environment [4]. Recognized as an open interna-
tional standard (ISO 16739-1:2018) it is meant to be us-
able across a wide range of hardware devices, software 
platforms, and interfaces.  

Up to its version IFC4, the schema mainly focused on 
buildings, however, new extensions are arising that allow 
the development of infrastructure projects, including 
bridges, railway, roads, and tunnels [5]. The semantics, 
relations and properties built in the schema are the core 
reference for the automatic processes developed in this 
study.  

 
Figure 4. IFC model of La Plata viaduct where 
examples fort spatial structures (ifcBridge and 
IfcBridgePart) and semantic groups (IfcGroup) 
are highlighted. 

Load tests are specific activities included within the 
facility management planning of the bridge. The IFC 
schema also allows to accurately monitor all the activities 
within construction projects (IfcProject) through a series 
of controls (IfcControls). A Work plan (IfcWorkPlan) is 

a sub-class of IfcControl typically used to group activities 
within the same life-cycle stage of the asset, i.e, activities 
for construction management purposes and activities for 
facility management purposes. Each work plan contains 
a set of work schedules (IfcWorkSchedule), which encap-
sulate multiple tasks with referenced resources and actors. 
In this study, the load test is modeled as a work schedule 
within the facility management work plan. The load test 
includes a series of tasks (IfcTask) representing each in-
dividual static and dynamic measurement performed. Ifc-
Tasks provide a time reference which can be semantically 
enriched by user-defined parameters. Tasks can also be 
related to specific built elements of the project on which 
they are operating. Load test tasks are representations of 
single assessments that are conducted on specific bridge 
beams (IfcBeam), which have a set of sensors (IfcSensor) 
attached that monitor their behavior. Figure 5 shows a 
simplified schema of the load test information model for 
tests performed on a beam with a single sensor attached. 

 
Figure 5. Relational schema of a load test for one 
beam with one sensor attached. 

3.2 ASHVIN IoT platform 
ASHVIN IoT platform is based on Mainflux, a high 

performant, scalable, low foot-print and open-source IoT 
solution which can be deployed both on the cloud and at 
the edge. The platform accepts connections over various 
protocols (HTTP, MQTT, WebSocket, CoAP and Lo-
RaWan) enabling the two-way connection of all sorts of 
IoT devices.  

The platform features three basic entities to perform 
communication between information producers and con-
sumers: things, channels, and users. A thing represents 
any data source or producer. Channels are communica-
tion pathways through which things send and receive 
messages. Messages can be addressed to specific topics, 
providing extra semantics to the communication process, 
enhancing data querying and filtering.  Channels abstract 

233



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

away complexities of low-level communication proto-
cols offering a unified and easy-to-use interface for mes-
saging. Users represent physical persons and organiza-
tions which own channels and things. 

Data sent over the platform can be consumed as a 
stream via MQTT and WebSocket or can be retrieved 
from a structured time-series databased via a REST API. 

4 The BIM-IoT integration 
The integration of BIM and IoT into engineering 
applications remains a challenge for the industry and is 
positioned as one of the key milestones to generate digital 
twins for facility management.  In this chapter, the BIM-
IoT integration is addressed. A brief review of studies 
regarding this connection is presented.  Additionally, the 
ASHVIN IoT platform is introduced and the integration 
between the platform and IFC models is proposed. 

4.1 Previous works 
BIM-IoT integration relays on methods for relating 

virtual asset contextual data and time-series data coming 
from their physical counterpart. Some studies linked 
time-series data stored in SQL (Structured Query Lan-
guage) databases with private-vendor BIM tools APIs 
(Application Programming Interface). Desogus et al [6] 
integrated low-cost humidity and temperature IoT sen-
sors and a Revit model using Dynamo visual program-
ming tool for monitoring the indoor conditions of build-
ings. Time-series data was called into Dynamo through 
queries to an external IoT platform. Data stored in the IoT 
platform was mapped to elements in the BIM matching 
GUIDs (Global Unique IDentifier) through which que-
ries could reach specific sensor data. Quinn et al [7] 
achieved integration of sensor database and Dynamo 
Revit using a custom .csv file and naming convention that 
allowed to match data with BIM model element’s ID. 
These methods are effective; however, its development is 
limited by private-vendor software characteristics.  

Moretti et al [8] proposed an openBIM approach to 
integrate IoT data and as-built information for digital 
twins. BIM, and IoT data were integrated in an external 
digital twin application. IFC data schema and 
IfcOpenShell were selected to store and query BIM data 
in JSON (JavaScript Object Notation) format, linking 
sensor readings to IFC objects GUIDs. The method al-
lowed to maintain separation between dynamic and static 
data storage while providing a scalable approach using 
open-source software. 

Other approaches transform BIM data into a rela-
tional database using new data schemas or create a new 
integrated query language using sematic web technolo-
gies [9].  These approaches are effective, however, may 

end up using convoluted methods where data needs to be 
transformed in advance. 

4.2 Integrating IFC and ASHVIN IoT 
platform 

Integration between IFCs and Mainflux communica-
tion entities is done by directly matching their GUIDs. 
Additionally, things and channels metadata are added 
with relevant contextual information included in the IFC 
model.  

In the bridge information model of La Plata, IfcSen-
sors, IfcTasks and IfcWorkSchedules are mapped to the 
Ashvin IoT platform. IfcSensors are virtual representa-
tion of devices that provide raw physical information; 
thus, they are represented in the IoT platform as a thing. 
IfcTasks are processes from which a result or report is 
expected, therefore they can also be considered as infor-
mation sources, and are also assigned to a thing. On the 
other hand, IfcWorkSchedules represent a context, in 
which processes are organized and to which information 
can be referenced. Therefore, they are mapped as a chan-
nel in the platform. Figure 6 shows an example of this of 
how information of the IFC model is referenced in the 
ASHVIN IoT platform. 

 
Figure 6. Screenshot of the Ashvin IoT platform 
interface. Mapping between a thing and an 
IfcSensor. 
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5 Contribution to the digital twin 
application 

5.1 Architecture 
The integration of IFC models and the Ashvin IoT 

platform enables the development of applications around 
asset information models that add advanced functionali-
ties, such as data processing and multi-physics simulation, 
fostering the transition from BIM to digital twins [10]. 

In this study, an application based on event-driven 
microservices is developed to process the information 
produced during load tests on HS railway bridges. The 
event-driven architecture (EDA) is a software architec-
ture in which decoupled microservices communicate by 
producing, detecting, and consuming events. Events are 
snippets of information triggered by any state change or 
any update that may provoke some reaction in the system, 
allowing to generate a chain of processes to accomplish 
some purpose.  Event-driven architectures allow to create 
agile and scalable IoT applications, that can effectively 
consume data in real-time [11]. 

To process the load test data, two services are con-
nected to the Ashvin IoT platform: a BIM manager ser-
vice and a load test processing service. 

The BIM manager parses, distributes, and updates the 
information contained in IFC file, acting as an integration 
tool. At the same time, listens to external events that re-
quest for information delivery for any type of BIM-based 
process. It has been developed using Python [13] and 
IfcOpenShell [12], an open-source library that allows 
manipulating files in IFC format.  The load test pro-
cessing service is a data processing service configured to 
retrieve load test data from the Mainflux database and re-
turn a series of parameters that define the structural per-
formance of the bridge. Analyzing load test data can be-
come computationally intensive due to large data packets 
which result from recording data at high rates for long 
periods of time. Therefore, the service is developed with 
python and Julia [14] to increase performance. Applica-
tion events are transmitted using MQTT protocol through 
the Mainflux MQTT broker, thus integrating the infor-
mation processing services into the IoT platform. Figure 
7 shows a schema of the application.  

This application will contribute to the development of 
MatchFEM, one of the applications being developed in 
the ASHVIN digital toolkit, aiming at integrating IoT 
with numerical simulations to closely calibrate digital 
twin models with measured behavior in the real world. 
The flexibility and decoupled nature of the proposed 
architecture allow creating simulation tools as an 
additional service, which will be seamlessly 
communicated with sensors, IFC models and data 

processing modules. Load tests are very comprehensive 
use cases for demonstrating the tool, since they require 
data processing, simulation, verification, and calibration, 
to establish the initial conditions of digitally twinned 
bridges for further assessments. 

 
Figure 7. Schema of the digital twin application 
architecture. 

5.2 Proposed pipeline 
The asset owner assigns the execution of the load test 

and provides the structural Model View Definition 
(MVD) of the bridge, onto which the load test infor-
mation model is generated.  The model is uploaded to the 
BIM manager service, which checks that IfcSensors, Ifc-
Tasks and IfcWorkSchedules are correctly mapped in the 
ASHVIN IoT platform. Then, the load test is carried out, 
measurements for each test are taken, and data is up-
loaded to Mainflux database according to the bridge in-
formation model. Subsequently, the load test processing 
pipeline is triggered by the user. 

The BIM manager service raises an event through the 
platform MQTT broker. The event message provides the 
following information in JSON format:   

• Event type: load test processing. 
• Test: IfcTask ID and time schedule information. 
• Load test ID: IfcWorkSchedule ID. 
• Test type: static/dynamic. 
• Sensors:  information including sensor ID, 

element to which they are connected and 
associated bridge span. 

 The load test processing service is subscribed to all 
events emitted by the BIM manager service, receives the 
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event, and checks if it can be consumed.  The load test 
processing service accepts the event as one of its dedi-
cated tasks and retrieves the referenced load test data 
from Mainflux database. Data is subsequently processed 
to obtain structural behavior parameters specified in 
Chapter 3: sensors are grouped according to the span to 
which they are assigned in the IFC model. Therefore, 
data is analyzed span-wise. Figure 8 shows an example 
of Linear Variable Differential Transformer (LVDT) data 
of a static tests that have produced a structural response 
in the first span.  

Subsequently, time-series are associated to support or 
midspan sensors. Then, the state of the structure is re-
trieved at three different instants: at the start of the test, 
at the time of maximum displacement and after unload-
ing, when the shape of the structure is recovered. Thus, 
the maximum vertical displacement, the relative vertical 
displacement and the displacement after recovery can be 
obtained. A similar process is carried out to obtain the 
maximum deformation from strain gauges data. 

Impact coefficients are obtained for each span calcu-
lating the ratio between the maximum displacement ob-
tained in pseudo-static and dynamic tests (see Figure 9). 
The dynamic excitation of the structure can be allocated 
in time using time-frequency decompositions [15] (Fig-
ure 10) to subsequently extract the natural frequencies, 
vibration modes and damping factor using current Oper-
ational Modal Analysis (OMA) techniques [16] 

 
Figure 8. Data retrieved from an LVDT sensors 
located in the first span during a static load test.  

 
Figure 9. Comparison of LVDT data from 
pseudo-static and dynamic tests to retrieve impact 

coefficient.  

 
Figure 10. Accelerometer data and Wigner-Ville 
time-frequency transform.  

The load test processing service publishes results to 
the Ashvin IoT platform using each IfcTask ID, and its 
corresponding key, to channels/IfcWorkSched-
ule_ID/Span_ID/Result_Name/subName/... Finally, it 
raises an event to inform the BIM manager service that it 
has accomplished its purpose. In response, the BIM man-
ager service updates the status of the task to “completed” 
in the IFC file.  Therefore, results can now be queried to 
the ASHVIN IoT platform by any user or third-party ap-
plication using the information contained in the IFC 
model. 

6 Conclusion 
In this paper, an automated pipeline for processing data 
collected during load tests carried out on high-speed 
railway bridges is proposed. The pipeline encompasses 
the integration of the IoT platform of the European 
ASHVIN project and the IFC BIM schema. The 
integration is achieved within a digital twin application 
based on event-driven microservices which is flexible 
and scalable. Two services are proposed: (1) a BIM 
manager service that matches unique identifiers and 
contextual data from the IFC file into the IoT platform; 
(2) and a load test processing service in charge of 
transforming raw data into parameters that describe the 
structural behavior of the bridge structure. The pipeline 
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architecture proposed can be extended with simulation 
services to generate full digitally twinned load tests that 
would generate impact at economy and productivity 
levels.  
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Abstract  

The low level of digitization in sharing 
information and the fragmented processes in the 
construction supply chain negatively affects cash flow 
across the supply chain, resulting in non- and late-
payment issues. Even though a cloud-based 5D BIM 
platform and Blockchain-enabled smart contracts 
have the potential to address the issues, their 
applications for expediting the cash flow are still in 
their exploration stages in the construction industry. 
The main objective of this study is to contribute to this 
transformation by examining one of the most 
advanced cloud-based 5D BIM platforms, MTWO, to 
analyze its potential in expediting cash flow when 
used in conjunction with the blockchain-enabled 
smart contract. This study contributes to the body of 
knowledge by proposing an improved way of 
processing pay applications that leverage blockchain-
enabled smart contracts with the 5D BIM platform to 
expedite the construction projects’ cash flow through 
a semi-automatic payment process.  
 
Keywords – 

5D BIM; Automation; Blockchain; Smart 
Contract; Construction Payment  

1 Introduction 
According to the McKinsey Global Institute report [1], 

the construction industry is one of the largest industries 
in the world economy, with about $10 trillion in annual 
expenditures. However, the industry’s productivity has 
trailed that of other sectors with about $1.6 trillion in 
gaps of opportunity to close. This low productivity 
results from the low level of digitization in sharing 
information and the fragmented processes in the 
construction supply chain (CSC) involving various 
stakeholders who represent different interests and 
requirements [2]. These issues negatively affect cash 
flow across the CSC, resulting in non- and late-payment 
issues, and thus negatively affecting the productivity of 

construction projects. According to the 2019 
Construction Payment Report [3], the cost of slow 
payments is staggering and involves: (1) higher 
construction costs, (2) inability to get bids from the best 
subcontractors (Subs), (3) project delays due to stopped 
work, (4) discount losses of a minimum 3.7% for not 
paying faster.  

To address the issues of low digitization and 
fragmented processes and to expedite the cash flow, a 
cloud-based 5D Building Information Modeling (BIM) 
platform can be leveraged. A cloud-based BIM platform 
enables the various stakeholders in construction projects 
to have higher levels of cooperation and collaboration by 
providing an effective real-time communication platform 
[4]. 5D BIM is the most recent BIM technology in which 
the construction project stakeholders can link a cost 
database to the construction activities and schedules (4th 
D BIM data) combined with a 3D model [5]. It enables 
the stakeholders to conduct model-based cost estimating, 
tendering, procurement, and cost control [2]. Despite 
these valuable capabilities of a cloud-based 5D BIM 
platform, its utilization for expediting the cash flow in 
construction projects is still rare in the construction 
industry.  

In addition to a cloud-based 5D BIM, applications of 
Blockchain-enabled smart contracts can expedite the 
cash flow in construction projects [2, 6-11]. Blockchain 
is a technology that enables the stored data to be 
immutable and traceable. A smart contract is a digital 
contract using blockchain for data immutability and 
traceability. Using the data stored in blockchain, the 
smart contract makes the contract execution process 
automatic and enforces the fulfilment of obligations. 
Using these capabilities allows an automatic payment 
process to expedite the cash flow in construction by 
combining BIM with Blockchain-enabled smart 
contracts  [2, 7, 9].  

However, the integration of 5D BIM with blockchain-
enabled smart contracts for expediting cash flow in 
construction projects is still in its early research stages. 
The primary purpose of this study is to investigate the 
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potentials of a cloud-based 5D BIM by analysing one of 
the most advanced cloud-based 5D BIM platforms, 
MTWO. In addition, this study also investigates how 
blockchain and smart contracts can improve and enhance 
the capabilities of 5D BIM to facilitate and expedite the 
payment process in construction projects.  Finally, based 
on the analysis and investigations, this study proposes a 
system architecture of a 5D BIM integration with 
blockchain-enabled smart contracts for expediting cash 
flow in construction projects. The proposed system 
enables all the stakeholders including the owner, 
architects, GC, and Subs to have complete access to the 
construction progress data along with 5D BIM models. It 
also enables a semi-automatic interim payment process 
using 5D BIM data from the models and a blockchain-
enabled smart contract.  

2 Literature Review 

2.1 Late- and Non-payment issues in 
Construction Projects 

The late- and non-payment issues are prevalent and 
critical issues in the construction industry throughout the 
world [12-15]. Peters et al. [16] investigated the causes, 
effects, and solutions for late- and non-payment issues in 
small- and medium-sized construction companies in 
developing countries. The study found that the critical 
factors leading to the payment issues involve the client’s 
poor financial management and delay in payment 
certification. Consequently, the issues result in cash flow 
problems, difficulties in procuring materials and 
equipment, problems acquiring funds from financial 
institutions, inability to pay wages, and damage to the 
reputation of contractors [16]. They found that training in 
cash flow management and speedy dispute resolution are 
effective solutions to mitigate and prevent the payment 
issues in construction projects. Xie et al. [17] studied the 
impact of payment delays on the progress of a 
construction project by investigating the two links in 
payment chains (i.e., from owner to general contractor 
(GC) and from GC to subcontractor (Sub)). In their study, 
they regulated four payment policies including 1) 
Shortening the payment period at both links in the 
payment chain, 2) Shortening only the payment period 
from the GC to Sub, 3) Increasing the advance fund 
provided to the subcontractor by the GC and 4) 
Increasing the percentage of interim payments to be paid 
to the Sub by the GC. By quantitatively simulating the 
above four policies, the study found that shortening the 
payment period at the two links will expedite the flow of 
funds and mitigate the pressure on contractors in 
providing advance funds in terms of amount and duration, 
making them powerful measures to ensure smooth 
progress in a construction project. Wu et al. [18] also 
pointed out that non-payment is a common complaint 

from contractors in the construction industry. As a 
solution to the problem, they developed a framework to 
improve regulative measures that address payment 
problems. Through an analysis of late- and non-payment 
dispute cases, Ramachandra and Rotimi [19] found 
placing charging orders, caveat registration over built 
properties, and issuance of bankruptcy and liquidation 
notices have been  effective methods in mitigating 
payment disputes. Nevertheless, the authors admitted that 
the payment problem is still prevalent within the industry 
and thus suggested that the rational starting point for real 
solutions to the payment problem is changing the attitude 
of upstream construction parties (i.e., Owner and General 
Contractor), followed by adherence to provisions within 
the payment-related legislation and contract forms.  

As evidenced by the literature review, most of the 
studies are limited to focusing on investigating the causes 
of late- and non-payment issues and the negative impacts 
on construction projects. Even though several studies 
proposed methods of mitigating and preventing the issues, 
the approaches have been limited to a regulatory or 
legislative framework. Additional studies focusing on 
practical process improvement to facilitate and expedite 
cash flow is also necessary.  

2.2 Potential of Blockchain-enabled Smart 
Contracts in Expediting Cash Flow  

2.2.1 What is Blockchain and Smart Contract? 

Blockchain is a technology that provides an 
immutable and decentralized digital ledger consisting of 
the linked blocks with transaction data [20-22]. The data 
in each block are encrypted via a hash function and 
transformed to a hash value [21, 22]. Each block also has 
its own hash value made by the nonce, previous block’s 
hash value, hash value from the transaction data, and 
timestamp, which creates a chain between two different 
blocks (Figure 1). Consequently, if someone wants to 
modify the data in an existing block, they should modify 
the data along the entire chain. They also must create a 
corresponding change in the next block, which includes 
the changed hash value of the modified block. However, 

Figure 1. Linkage between the data blocks 
in Blockchain 
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it is technically prevented from “consensus protocol” 
such as Proof-of-Work or Proof-of-Stake [20]. In 
addition, the data transaction record is replicated and 
distributed to every participant node, thus creating a 
decentralized ledger [23]. As a result, the data stored into 
blockchain is immutable and cannot be falsified or 
tampered with. In this environment, the users are able to 
trust the immutability and traceability of the data.  

Given the immutability and traceability of data in 
Blockchain, blockchain enables the users to trust the data 
stored in Blockchain and use it as a basis to execute 
automated smart contracts [24, 25]. Smart contract is a 
computer protocol intended to digitally facilitate, verify, 
and enforce the negotiation or performance of a contract 
[26]. Smart contracts provide the contract terms and 
conditions with an automatic process, facilitating the 
fulfilment of obligations without human intervention 
[26]. The immutability and traceability of Blockchain, 
and smart contract system have the potentials to promote 
trustworthiness in information shared in the project and 
expedite the payment process and the cash flow in 
construction projects. 

2.2.2 Blockchain-enabled Smart Contract for 
Expediting Cash Flow 

The potential of blockchain-enabled smart contract in 
improving the payment issues in construction projects 
has been examined by a couple of studies [6, 10]. 
Nanayakkara et al. [6] conducted discussions with 
construction professionals and validated that blockchain-
powered smart contract solutions can significantly 
mitigate the payment and related financial issues in the 
construction industry, including partial payments, non-
payments, cost of finance, long payment cycle, retention, 
and security of payments. Hamledari and Fischer [10] 
validated why blockchain-based and decentralized smart 
contracts can provide reliable automation of progress 
payments by conducting a case study.  

Leveraging the advantages of blockchain and smart 
contracts, other studies have designed a new framework 
or developed a new system for timely and transparent 
payment of construction projects.  Luo et al. [8] proposed 
a framework for a semi-automatic construction payment 
system using smart contracts and blockchain 
technologies. The framework includes the decentralized 
environment-based sequential approval process by 
stakeholders such as an engineer, architect, and owner in 
processing construction interim payments, which can 
streamline the cash flow in construction projects. 
Ahmadisheykhsarmast and Sonmez [27] also proposed a 
smart contract payment security system (SMTSEC) for 
expediting the payment process. By using a smart 
contract in processing the interim payment in 
construction projects, the system provides a secure, 
efficient, and trustworthy platform for security of 

payments of construction contracts, without requiring a 
trusted intermediary such as lawyers or banks. Both 
studies [8, 27] suggested that future research can focus 
on integration of BIM technology with smart contracts to 
enable completely automated payments based on the 
construction progress. Sigalov et al. [2] and Ye et al. [9] 
presented the concept of implementing smart contracts 
for automated, transparent, and traceable payment 
processing for construction projects. They combined 
BIM technology with blockchain-enabled smart 
contracts to enable the automatic payment processes in 
construction projects. Hamledari and Fischer [7] also 
proposed an autonomous payment administration 
solution utilizing blockchain-enabled smart contracts and 
robotic reality capture technologies. In the solution, the 
construction progress is captured, analyzed, and 
documented respectively using sensing, machine 
intelligence, and as-built BIM models. Based on the 
captured progress, the payment is automatically 
processed following the smart contract terms and 
conditions.  

While these studies highlight the overall value 
inherent in using a blockchain-enabled smart contract 
systems combined with BIM technology for expediting 
cash flow in construction projects, they have not fully 
addressed the changes need to be made to the workflow 
processes to realize this value. First, all the stakeholders 
including the owner, architects, GC, and Subs should 
have complete access to the construction progress data 
along with 5D BIM models. Second, the legal payment 
documents developed based on the BIM data should be 
confirmed by each responsible stakeholder. Third, the 
automatic payment should be based on the construction 
progress data from the BIM technology linked with the 
payment documents. Accordingly, a new system 
architecture and workflow needs to be developed to 
facilitate a semi-automatic payment process, by enabling 
all the users to access the construction performance data, 
confirm the responsibility fulfilled, and provide access to 
official payment documents. 

3 Methodology: Case Analysis of Payment 
Process Workflow and 5D BIM 
Technology 

This new system architecture is developed by case 
analysis of current workflow and by leveraging the 
advantages of the cloud-based 5D BIM technology in the 
payment process of construction projects.   

3.1 Current Cash Flow using AIA Contract 
Documents and Prompt Payment Codes  

Current cash flow in construction projects has a linear 
flow from owner to suppliers. In the projects using 
American Institute of Architects (AIA) contract 
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documents, the suppliers, subcontractors, a general 
contractor transfers the information related to their 
payment by using documents including an AIA payment 
application (G-702) and an AIA continuation sheet (G-
703). Based on the transferred documents, the architect 
reviews the relevant information, and the owner approves 
the payment. The documents can expedite payment and 
reduce the possibility of error [28]. Especially on the AIA 
payment application, the contractor can show the status 
of the contract sum for the portion that is completed, 
including the total dollar amount of the work completed 
to date, the amount of retainage (if any), the total of 
previous payments, a summary of change orders, and the 
amount of current payment requested [28]. Along with 
the payment application, the AIA continuation sheet 
divides the contract sum into portions of the work in 
accordance with the predefined construction schedule 
[29].  

In addition to the payment documents, there exist the 
Prompt Payment Code (PPC) for construction projects in 
each state in the United States. In this research, the code 
for Georgia state (GA) is used. The GA code § 13-11-4 
(a) describes the time limit for payment to contractors is 
15 days, and § 13-11-4 (b) describes the time limit for 
payment to subcontractors is 10 days.  

The payment process workflow using AIA contract 
documents and abiding by the GA PPCs is illustrated in 
Figure 2. This current cash flow heavily relies on paper 
documents and has fragmented stages across the CSC. In 
this setting, it is difficult for the architect and owner to 
check the construction performance in detail, thereby 
delaying the process. In addition, all the stakeholders do 
not have a single source of truth regarding the 
construction data, thus leading to misunderstandings or 
miscommunication regarding the construction schedule 
and cost estimates. Accordingly, even though prompt 
payment codes exist, they cannot eliminate the non- and 
late-payment issues.  

3.2 Cloud-based 5D BIM Technology  
3.2.1 5D BIM Platform Example: MTWO  

5D BIM platform enables all the construction 
stakeholders to access construction progress data, thus 
minimizing misunderstandings or miscommunication 
regarding the construction schedule and cost estimates.  
The MTWO, which is investigated in this study, is one of 
the most advanced cloud-based 5D BIM software and 
provides the ability to use scheduling analysis tools. It 
provides several modules for scheduling construction 
works and estimating costs, which can be leveraged to 
facilitate and expedite cash flow in construction projects. 
The scheduling modules provide effective tools for the 
planning of activities such as the Gantt Chart and the Line 
of Balance. The Gantt Chart shows each construction job 
or activity with multiple version combinations: planned, 
current, and the combination of planned and current 
versions. In addition, it provides relationships, 
constraints, and events for each construction activity, 
enabling a critical path analysis for managing the 
variability of the plan. The Gantt Chart analysis provided 
by MTWO is illustrated in Figure 3. The Line of Balance 
shows the activities in different locations along the 
project time. It facilitates the rescheduling of the planned 
activities and the control of the necessary resources by 
allowing the users to detect the collisions of activities and 
time. The Line of Balance analysis provided by MTWO 
is illustrated in Figure 4. Both analyses are created based 
on the 3D BIM model of the project.  

In addition to the schedule analysis tools, the 
scheduling module includes the construction 
performance measurements indicating the degree of 
completion for each activity in percentages or quantities 
in a tabular view. Through this capability, the users can 
conduct forecasting and plan-actual comparisons. The 
cost estimation modules enable the users to generate the 
cost estimate including quantity determination from the 
3D component. The users can filter or organize the cost 
estimate under their own cost management structures and 
according to each field like quantity-wise, cost-wise, or 

Figure 2. Payment Process using AIA Contract Documents and GA Prompt Payment Codes (PPCs) 
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assigned parameters-wise. When these cost estimate data 
are combined with the scheduling data from the 
scheduling modules, the 5D BIM platform enables the 
users to conduct a 5D simulation showing the 
construction progress simulation in a 3D model based on 
the planned and actual schedule in the Gantt Chart and 
the cost and budget simulation (Figure 5).  

 
Figure 3. MTWO Gantt Chart Analysis [30] 

 
Figure 4. MTWO Line of Balance Analysis [30] 

 
Figure 5. MTWO 5D BIM Simulation [30] 

3.2.2 Potential and Limitation of 5D BIM 

By leveraging the scheduling and cost estimate 
modules, the GC can process the raw data from the 
architects into the information for managing construction 
schedules and progress payment. First, the raw data 
including drawings and 3D BIM models from the 
architect are transferred to the GC. Next, the GC input 
the raw data into the 5D BIM software. From the estimate 
module, the GC can have the information including 
quantity take-off, bill of quantities, and cost estimates. 
From the scheduling module from 5D BIM software, the 

GC can have the information including the planned and 
current schedules and the overall construction progress 
and progress lines. The information associated with the 
cost estimates and scheduling can be used by the 
subcontractors to develop the invoice and the documents 
for the progress payment as well as by the GC to develop 
the progress payment application. In addition, based on 
the digital documents, the architect can confirm the 
application and create certificate for the payment.     

In summary, the 5D BIM modules facilitate 
developing the progress payment documents with digital 
data based on the 3D Model, which can expedite the cash 
flow by reducing paperwork overload. In addition, the 
stakeholders including the owner, architect, GC, Subs, 
and even suppliers can have access to the single source 
of truth in 5D Digital Twin, representing both the initial 
plan and in-progress schedule and cost estimate 
performance. These advantages are the main strengths of 
the 5D BIM software.  

However, 5D BIM technology also has its own 
limitations. The GC, Subs, and architect need to process 
the information provided by the 5D BIM software to 
develop the progress payment invoice, payment 
application, and certificate for payment, which means the 
administrative procedures to develop the documents of 
the payment application and certificate remain. Even 
though the GC and architect develops the documents of 
application and certificate for payment by using the 5D 
BIM data provided by the 5D BIM platform, the owner 
cannot see the connection between the executed 
performance data along with the 3D model and the 
documents of payment application and certificate, which 
means the knowledge inequality among the stakeholders 
has not been eliminated. Another challenge is that 5D 
BIM cannot enforce the payment due. Accordingly, just-
in-time payment is not ensured even if the project is using 
the 5D BIM technology. These limitations can be a new 
opportunity for expediting cash flow in construction 
projects. When the digital data related to construction 
schedule and cost estimates can be used as a resource for 
automatic payment using smart contract system, just-in-
time payment can be ensured. 

 As introduced in the previous section, blockchain is 
a technology that provides data traceability and 
immutability [20, 21], which enables the users to trust 
and utilize digital data in business life [31, 32]. A smart 
contract is a digital contract using blockchain to 
automatically facilitate, execute, and enforce a contract 
[25, 26, 33]. If the 5D BIM data associated with the cost 
estimates and schedules can be verified and stored into 
blockchain at certain key milestones for data traceability 
and immutability, it can then be leveraged as a single 
source of truth for an automatic payment system using 
smart contracts. This is an opportunity for the 5D BIM 
technology to be used for managing the interim (progress) 
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payment and expediting cash flow in construction 
projects.  

4 Expediting Cash Flow: Utilizing 5D 
BIM in conjunction with Blockchain-
enabled Smart Contracts 

4.1 System Architecture Framework 
Upon analysis of the current workflow in the payment 

process and realizing the potential and limitations of 5D 
BIM platform in facilitating the creation and approval of 
pay applications, this study proposes a futuristic system 
architecture framework that utilizes 5D BIM and 
blockchain-enabled smart contracts.  

  The proposed system facilitates and expedites the 
cash flow in construction projects. First, the system 
enables all the stakeholders to access the construction 
progress data and 5D BIM models in real-time using a 
cloud-based web application. This advantage expedites 
the payment process by removing misunderstanding and 
miscommunication issues in confirming the construction 
progress. Second, the system automatically develops 
payment documents based on the cost estimates and 
scheduling modules of the 5D BIM platform. This 
advantage removes manually and linearly processing 
payment documents. In addition, the digital payment 
documents will be linked with the 5D BIM model, thus 
facilitating the performance examination. 

After the examination, each stakeholder creates a 
digital signature on its responsible document, and the 
signed documents are uploaded to the web-based 
decentralized application (Dapp) using blockchain-
enabled smart contracts, making the documents 

immutable and traceable. In this stage, the owner buys 
the cryptocurrency to ensure the operation of the smart 
contract. Next, the smart contract in the system examines 
whether all the documents are signed and whether or not 
the predefined stage of work is completed. To examine 
the construction performance, the system leverages the 
progress data extracted from the 5D BIM software, which 
uses an XLSX format. If all the conditions in the smart 
contract are met, then the payment is processed 
automatically. This contract execution based on digital 
data removes the financial institutions like a bank in 
processing the payment, thus expediting the payment 
process. The smart contract conditions, XLSX data used 
in the smart contract, and the signed payment documents 
are stored in the blockchain to make them immutable and 
traceable. In this process, the size of the XLSX data can 
be reduced by encoding it with a hash function (e.g., 
SHA-256) and changing it into the hash value. The entire 
process is illustrated in the system architecture, Figure 6.  

4.2 Limitations and Future Studies 
This study is focused on developing a system architecture 
for a framework on smart contract-enabled 5DBIM for 
expediting cash flow. Even though the development is 
based on the research gaps identified in the literature 
review and the analysis of the current workflow and the 
potential of 5D BIM and blockchain-enabled smart 
contracts, empirical validation of the system is also 
needed. Accordingly, future studies will develop a pilot 
system based on the system architecture and validate the 
effectiveness by conducting a case study using the system 
in real-world construction projects.  

Future studies should also consider the operating 
costs of the smart contract. When the smart contract is 

Figure 6. System Architecture of Smart Contract-enabled 5DBIM for Expediting Cash Flow 
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operated, it uses Gas, which is computing power to create 
blocks for a smart contract in Ethereum. The used Gas 
should be calculated because the operating costs can be 
estimated based on the used Gas. In addition, the pilot 
system should address the price volatility issue of 
cryptocurrency. For example, the price of Ether, the 
cryptocurrency used in the proposed system, varies based 
on the time in which it is used. To address this issue, 
future studies can refer to the solutions provided by 
Hamledari and Fischer [34]. The solutions include 
employing stable cryptocurrencies introduced by [35, 36], 
cryptocurrencies pegged against fiat 
currencies/commodities, asset-backed crypto tokens 
defined on public or private chains, etc [34]. 

5 Conclusion 
This study contributes to the body of knowledge by 

proposing an improved workflow for digitalizing and 
automating the payment process using emerging 
technologies. The proposed workflow enables the 
construction stakeholders to access a cloud-based 5D 
BIM platform to review real-time construction progress 
data. By having access to both as-planned, as-built 5D 
BIM progress data, and by linking pay application 
documents to the supporting 5D BIM data, the 
stakeholders could visually and easily understand and 
verify the scope of the work completed, and compare the 
invoices with the initial estimate, and total contract sum 
charged so far. The payment documents confirmed by 
each responsible stakeholder are automatically processed 
with a blockchain-enabled smart contract, thus 
expediting the payment process by reducing the paper 
works and eliminating the intervention of financial 
institutions. As a result, the proposed workflow enables 
the integration of construction professionals’ insight on 
construction progress with the automatic payment 
process using blockchain and smart contract. It also 
facilitates the industry’s adoption of 5D BIM and 
blockchain technologies by providing a practical and 
specific application framework in solving a critical issue, 
late- and non-payment in the CSC. 

Acknowledgement 
This study is a part of research project, “A 
Transformative and Integrated Approach to Expediting 
Cash Flow Across the Construction Supply Chain Using 
Emerging Technologies”, funded by RIB Americas. The 
authors would like to express their gratitude to RIB 
Americas for their support and funding of the project. 

References 
[1] Filipe Barbosa, J.W., Jan Mischke, Maria João 

Ribeirinho, Mukund Sridhar, Matthew Parsons, 
Nick Bertram, Stephanie Brown Reinventing 

construction: A route to higher productivity. 
Mckinsey Global Institute (MGI), 2017. 

[2] Sigalov, K., et al., Automated payment and 
contract Management in the Construction 
Industry by integrating building information 
modeling and Blockchain-based smart 
contracts. Applied Sciences, 2021. 11(16): p. 
7653. 

[3] Rabbet, Construction Payment Report. 2019. 
[4] Wong, J., et al., A review of cloud-based BIM 

technology in the construction sector. Journal of 
information technology in construction, 2014. 
19: p. 281-291. 

[5] Sattineni, A. and J.A. Macdonald. 5D-BIM: A 
case study of an implementation strategy in the 
construction industy. in ISARC. Proceedings of 
the International Symposium on Automation 
and Robotics in Construction. 2014. IAARC 
Publications. 

[6] Nanayakkara, S., et al. Blockchain and smart 
contracts: A solution for payment issues in 
construction supply chains. in Informatics. 2021. 
Multidisciplinary Digital Publishing Institute. 

[7] Hamledari, H. and M. Fischer, Construction 
payment automation using blockchain-enabled 
smart contracts and robotic reality capture 
technologies. Automation in Construction, 2021. 
132: p. 103926. 

[8] Luo, H., et al. Construction payment automation 
through smart contract-based blockchain 
framework. in ISARC. Proceedings of the 
International Symposium on Automation and 
Robotics in Construction. 2019. IAARC 
Publications. 

[9] Ye, X., K. Sigalov, and M. König. Integrating 
BIM-and cost-included information container 
with Blockchain for construction automated 
payment using billing model and smart 
contracts. in ISARC. Proceedings of the 
International Symposium on Automation and 
Robotics in Construction. 2020. IAARC 
Publications. 

[10] Hamledari, H. and M. Fischer, Role of 
blockchain-enabled smart contracts in 
automating construction progress payments. 
Journal of Legal Affairs and Dispute Resolution 
in Engineering and Construction, 2021. 13(1): p. 
04520038. 

[11] Das, M., H. Luo, and J.C. Cheng, Securing 
interim payments in construction projects 
through a blockchain-based framework. 
Automation in construction, 2020. 118: p. 
103284. 

[12] Ramachandra, T. and J.O. BamideleRotimi, 
Causes of payment problems in the New 

244



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

Zealand construction industry. Construction 
Economics and Building, 2015. 15(1): p. 43-55. 

[13] Haron, R.C. and A.L. Arazmi, Late payment 
issues of subcontractors in Malaysian 
construction industry. Planning Malaysia, 2020. 
18. 

[14] Wu, J., M. Kumaraswamy, and G. Soo, Payment 
problems and regulatory responses in the 
construction industry: Mainland China 
perspective. Journal of Professional Issues in 
Engineering Education and Practice, 2008. 
134(4): p. 399-407. 

[15] Enshassi, A. and L. Abuhamra, Delayed 
payment problems in public construction 
projects: Subcontractors’ perspectives, in 
ICCREM 2015. 2015. p. 567-575. 

[16] Peters, E., K. Subar, and H. Martin, Late 
payment and nonpayment within the 
construction industry: Causes, effects, and 
solutions. Journal of Legal Affairs and Dispute 
Resolution in Engineering and Construction, 
2019. 11(3): p. 04519013. 

[17] Xie, H., et al., Effects of payment delays at two 
links in payment chains on the progress of 
construction projects: system dynamic 
modeling and simulation. Sustainability, 2019. 
11(15): p. 4115. 

[18] Wu, J., M.M. Kumaraswamy, and G. Soo, 
Regulative measures addressing payment 
problems in the construction industry: A 
calculative understanding of their potential 
outcomes based on gametric models. Journal of 
Construction Engineering and Management, 
2011. 137(8): p. 566-573. 

[19] Ramachandra, T. and J.O.B. Rotimi, Mitigating 
payment problems in the construction industry 
through analysis of construction payment 
disputes. Journal of legal affairs and dispute 
resolution in engineering and construction, 2015. 
7(1): p. A4514005. 

[20] Natoli, C., et al., Deconstructing blockchains: A 
comprehensive survey on consensus, 
membership and structure. arXiv preprint 
arXiv:1908.08316, 2019. 

[21] Nofer, M., et al., Blockchain. Business & 
Information Systems Engineering, 2017. 59(3): 
p. 183-187. 

[22] Zheng, Z., et al. An overview of blockchain 
technology: Architecture, consensus, and future 
trends. in 2017 IEEE international congress on 
big data (BigData congress). 2017. IEEE. 

[23] Lisk, What is Blockchain? 2019. 
[24] Yoon, J.H. and P. Pishdad-Bozorgi, State-of-

the-Art Review of Blockchain-Enabled 
Construction Supply Chain. Journal of 

Construction Engineering and Management, 
2022. 148(2): p. 03121008. 

[25] Zheng, Z., et al., An overview on smart 
contracts: Challenges, advances and platforms. 
Future Generation Computer Systems, 2020. 
105: p. 475-491. 

[26] Rosic, A. Smart Contracts: The Blockchain 
Technology That Will Replace Lawyers. 2020 
November 25th, 2020; Available from: 
https://blockgeeks.com/guides/smart-contracts/. 

[27] Ahmadisheykhsarmast, S. and R. Sonmez, A 
smart contract system for security of payment of 
construction contracts. Automation in 
construction, 2020. 120: p. 103401. 

[28] AIA. G702-1992 Application and Certificate 
for Payment. 1992  [cited 2022 Feburary 6th ]; 
Available from: 
https://www.aiacontracts.org/contract-
documents/19661-application-and-certificate-
for-payment. 

[29] AIA. G703-1992 Continuation Sheet. 1992  
[cited 2022 Feburary 6th]; Available from: 
https://www.aiacontracts.org/contract-
documents/20631-continuation-sheet-. 

[30] RIB MTWO Modules Executive Overview. 2021. 
[31] Samaniego, M. and R. Deters. Blockchain as a 

Service for IoT. in 2016 IEEE International 
Conference on Internet of Things (iThings) and 
IEEE Green Computing and Communications 
(GreenCom) and IEEE Cyber, Physical and 
Social Computing (CPSCom) and IEEE Smart 
Data (SmartData). 2016. IEEE. 

[32] Abeyratne, S.A. and R.P. Monfared, Blockchain 
ready manufacturing supply chain using 
distributed ledger. International Journal of 
Research in Engineering and Technology, 2016. 
5(9): p. 1-10. 

[33] Alharby, M. and A. Van Moorsel, Blockchain-
based smart contracts: A systematic mapping 
study. arXiv preprint arXiv:1710.06372, 2017. 

[34] Hamledari, H. and M. Fischer, The application 
of blockchain-based crypto assets for 
integrating the physical and financial supply 
chains in the construction & engineering 
industry. Automation in construction, 2021. 127: 
p. 103711. 

[35] Bullmann, D., J. Klemm, and A. Pinna, In 
search for stability in crypto-assets: are 
stablecoins the solution? ECB Occasional Paper, 
2019(230). 

[36] Calcaterra, C., W.A. Kaal, and V. Rao, Stable 
cryptocurrencies: First order principles. Stan. J. 
Blockchain L. & Pol'y, 2020. 3: p. 62. 

245

https://blockgeeks.com/guides/smart-contracts/
https://www.aiacontracts.org/contract-documents/19661-application-and-certificate-for-payment
https://www.aiacontracts.org/contract-documents/19661-application-and-certificate-for-payment
https://www.aiacontracts.org/contract-documents/19661-application-and-certificate-for-payment
https://www.aiacontracts.org/contract-documents/20631-continuation-sheet-
https://www.aiacontracts.org/contract-documents/20631-continuation-sheet-


39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

Integrating Digital Twins in Construction Education 
Through Hands-on Experiential Learning 

S. Kangissera, J. Irizarryb, K. Wattc, R. Borgerd, and A. Burgere  

a,b School of Building Construction, Georgia Institute of Technology, USA  
c Visual Plan Inc.& Digital Twin Instructor, Mohawk College, Canada 
d School of Building Construction Sciences, Mohawk College, Canada 

e Consultant Digital Plant Technology, USA 
 
 

Email: Stevek@gatech.edu, Javier.irizarry@gatech.edu, Kelly@visualplan.net, Richard.borger@mohawkcollege.ca, 
Burger.amadeus@gmail.com  

 
 
Abstract 

This paper examines the value of including digital 
twin technology as a hands-on learning activity in a 
graduate-level building construction course. The 
methodology of teaching digital twins as a unit is 
presented, and the benefits of introducing this topic 
are examined within the framework of several 
learning objectives. The campus football stadium 
provided an opportunity for students to apply the 
digital twin skill to a real-life case. Feedback from the 
students was collected and is presented within the 
context of the intended goals. 

Evaluation of the use of digital twins in this course 
found that the technique was highly valuable in 
providing a framework for students to understand the 
potential offered by various technologies in 
visualizing a facility throughout its lifecycle. Students 
more easily understood how each technology best fits 
and how several technologies could be used in concert 
with one another.  
 
Keywords- Digital Twins; BIM; Asset Management; 
Facility Management; Preventative Maintenance; 
Digital Transformation 

1 Background 
     This examination of the benefits that digital twin 
learning can offer in construction and facilities 
management education took place within a graduate level 
course, BC6005, which is offered each semester at The 
Georgia Institute of Technology. This course is intended 
to explore the Construction 4.0 framework and the 
various present and future technologies that contribute to 
this framework and can be applied in all stages of a 
facilities' life cycle.  Construction 4.0 can be defined as 
the "organization of production processes based on 

technology and devices autonomously communicating 
with each other along the value chain" [1]. 

Construction 4.0 relies heavily upon digital   
technologies and cyber-physical systems. Digital 
technologies include Building Information Modelling 
(BIM), Common Data Environment (CDE), unmanned 
aerial systems, cloud-based project management, 
Augmented Reality/Virtual Reality (AR/VR), artificial 
intelligence, cybersecurity, big data, and analytics, 
blockchain, and laser scanner. 

Cyber-physical systems include robotics and 
automation, sensors, the Internet of Things, workers with 
wearable sensors, actuators, additive manufacturing, off 
site prefabricated construction, on-site construction, and 
equipment with sensors [2]. The course referred to in this 
report examines software and hardware tools and 
technologies such as virtual and augmented reality, laser 
scanning, drones, additive manufacturing, robotics, IoT, 
and others. The course introduces students to 
technologies they will use in various classes within the 
Building Construction curriculum at the Georgia Institute 
of Technology and industry. During the course, students 
work on hands-on tasks that provide the opportunity to 
develop practical skills with many of the technologies 
covered in the course. 

The goal of the course is to provide a broad 
background and general knowledge through the 
following objectives, which are to be achieved by all 
students for successful completion of the course: 

• Be able to describe the Construction 4.0 Framework 
and its importance for the construction industry.  

• Understand and explain the various technologies 
introduced in the course and identify their use cases, 
including the concept, value, and application of creating 
digital twins and what technologies can be introduced 
and deployed on an ongoing basis, based on the use case  

• Be able to identify the correct technology for 
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application to common construction issues. 
• Functionally apply some of the technologies

introduced in the class to practical situations found in 
construction environments.  

• Work with stakeholders to identify specific needs
in a real-life on-campus project. 

• Confidently present the results of the application of
a technology in solving a project need. 

Digital twins are a digital replica of an actual physical 
asset. They integrate artificial intelligence, machine 
learning, and data analytics to produce simulation models 
that can be easily updated from multiple sources. In this 
manner, a digital twin represents the current condition of 
the asset [3]. The digital twin may be a physical 
instrument, social construct, biological system, or 
composite system. Building construction projects fall 
within this last category as a composite system, with both 
physical and social products [4]. Digital twins are 
comprised of a physical artifact, a digital counterpart, and 
that which connects these two [5]. This connection is 
made possible by the development of advanced sensing 
computer vision, the internet of things, and advanced 
analytics [6]. 

This paper explores the use of instruction of digital 
twin technology to enable students to better understand 
construction 4.0 and the technologies which enable it. 
This relates to both facility construction and facilities 
management. Using a digital twin to monitor a physical 
asset and analyze real-time parameters makes it possible 
to improve its operational efficiency. The Digital twin of 
a building can be used to improve its operation and 
maintenance efficiency by permitting facility managers  
to perform what-if analysis. This can be useful to enhance 
energy efficiency and improve users' comfort [7]. They 
can also be employed for such uses as life cycle and 
security planning. Such systems can enable facility 
operations and maintenance to improve operational 
efficiency from remote management and pre-planning 
asset maintenance and repair, such as illustrated in Figure 
1. In this case an mechanical, electrical, and plumbing
(MEP) room is shown with annotated physical assets
connect to computerized maintenance management
system (CMMS) and Internet of Things (IoT) sensors.

Figure 1. MEP room with annotated physical assets 

Digital twin systems transform business by 
accelerating holistic understanding, optimal decision 
making, and effective action. They use real-time and 
historical data to represent past and predicted future 
states. Digital twins are motivated by outcomes, tailored 
to use cases, and powered by integration. They are built 
on data guided by domain knowledge and are 
implemented in IT/IoT systems [8].  

A valuable collection of wide-angle visual data can 
be accomplished using Virtual Reality (VR) and 
Augmented Reality (AR) technology and 360 imaging. 
VR/AR is generally limited to an asset's design phase and 
special purpose build stages. This is attributable to the 
incapability of these technologies to feasibly document 
on-site progress in real-time [9]. For this reason, 360 
imaging is a particularly valuable tool for developing 
digital twin models. This 360 imaging technology 
employs basic 360 cameras available at the consumer 
level. They permit rapid, low-cost visual data collection 
for current site conditions. Therefore, knowledge of 360 
imaging techniques is critical to the understanding of 
digital twins for this industry sector. 

2 Instructional Methodology 
The digital twin assignment incorporated in the 

course included three parts. The first part included a 
series of three lectures delivered by guest speakers 
possessing extensive expertise in the digital twin domain. 
This part of the instructional assignment was conducted 
as an intensive one-week-long series of lectures and 
fieldwork. The lectures were conducted during regular 
class time, which is twice a week for 75 minutes each. 
The second part was performed by all students, working 
in groups of 2-3 students each. Here, the students focused 
only on 360 imaging as applied to digital twins. This 
promoted an understanding of what a digital twin is, and 
how they are created and employed on a job site. Upon 
completing this assignment, students undertook the third 
part which was a term project that included several 
technologies brought together by the digital twin 
framework.  

2.1 Lectures 
The initial instructional method included a series of 3 
lectures. The purpose of the first lecture presented by 
guest Speakers Kelly Watt, CEO Visual Plan Inc., and 
Mark Schreiber, President of Safeguard Consulting, was 
to help students consider security design and safety 
implications through the building process. Most students 
had little to no experience with security considerations or 
what standards to consult. Design Twins were used as a 
tool to help engage subject matter experts early in the 
planning, design, and decision phases and throughout a 
project to provide oversight and ensure best outcomes. 
The example illustrated in Figure 2 illustrates the use of  
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Figure 2. Point cloud and model of US nuclear plant 
 
digital twins in design, planning and simulation to 
engineer a complex installation where room to navigate 
was less than one inch. Security was used as an example 
of an often-neglected process where early collaboration 
can drive value. Students were taught to think more 
broadly about facility lifecycle and all aspects and 
stakeholders pertaining to the site or facility rather than 
what is narrowly discussed in a project.  

Key case examples from brownfield construction to 
existing facility improvement projects were presented. 
Comparing existing 2D Computer Aided Design (CAD) 
and Building Information Modeling (BIM) files to 360-
degree panoramas through various project stages 
provided an effective means to communicate project 
information, and to identify issues, clashes, and change 
orders early. Case examples were used to illustrate the 
benefits of virtual collaboration, pre-planning, and 
involving subject matter experts early in projects and 
show where companies are increasing productivity, 
reducing re-work, and improving their bottom line. 

The second lecture in the series was presented by 
guest speakers Kelly Watt and Amadeus Burger of 
Digital Plant Technology. Here students learned how 
digital twins are used post-commissioning for operational 
processes maintaining assets and facilities. Many of these 
processes are used together in a digital twin. Amadeus 
Burger spoke on specific projects creating and working 
with complex digital twins for nuclear energy and 
petrochemical plant maintenance, Students gained a clear 
understanding of the precision required for large 
equipment installs where lidar was instrumental. These 
applications drive clear differences between 
photogrammetry and lidar so students can better 
understand when to apply one technology over another. 

 

Figure 3. Point cloud/ piping model of a nuclear plant  

Kelly Watt discussed methods that tie digital twins to 
computerized maintenance management systems, asset 
management, and real-time sensor and IoT devices. 
These integrations facilitate the ability of the digital twin 
asset to help produce precise operational efficiency. He 
presented case studies in nuclear energy and oil and gas 
production, such as is shown in Figure 3 where a digital 
model is used to facilitate quick identification of systems 
through a large and complex plant without the need to 
visit the site location. These studies illustrated how 
digital twins had been employed to reduce facility 
downtime and improve project turnover rates, thereby 
dramatically impacting project success and profitability. 
These examples taught students the strength and 
scenarios of selecting the appropriate technology based 
on the use case. The expected outcomes showed how 
digital twins gained unintended value when implemented. 

Issues and scenarios impacting organizations from 
knowledge management, digital knowledge transfer, and 
employee turnover were presented as well as the 
challenges of managing operational change. This is 
where photogrammetry was presented as a game-changer 
in the speed of data collection, ease of use, and scalability. 
The benefits of digital representations and breaking data 
silos were demonstrated through case studies to offer 
significant gains for entire organizations. 

A third lecture, presented by Kelly Watt, took place 
in small student teams conducted on-site at Bobby Dodd 
Stadium. Bobby Dodd is the football stadium and is 
located on the Georgia Institute of Technology campus. 
This session was given while seated in the stadium stands 
as shown in Figure 4. This was staged to give students a  
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Figure 4. On-site lecture delivery method 

feeling of being on a project site. The starting point 
for this lecture was a team discussion around the site 
capture approach, techniques, capture method (single 
panorama, cluster capture, video capture), and 
deployment methods (tripod, hardhat, pole, drone, 
360Rover). Discussions included site preparation, 
staging, lighting, outdoor conditions like weather, 
prioritizing critical areas, and discussing what type of 
documentation is required for the scope of work, 
expected deliverables, and outcomes. 

Also discussed were details concerning data 
collection using 360 imaging. This included level of data 
collection required, capture density, imaging within areas 
of repetitive architectural features, and capturing in 
difficult locations like ceiling spaces or small, 
constrained areas. Students were taught the differences in 
capturing data using lidar compared to photogrammetry, 
both from a technical approach and project deliverable 
perspective. The selection of appropriate technology 
considering specific applications was discussed at length. 

The lecture also addressed lighting and capturing text 
in the field. Students learned how to approach data 
capture related to general site conditions, detailed site 
conditions, and asset documentation. Also discussed was 
scaling a project, taking a known measurement, placing 
an artifact in the space, or leveraging known object 
dimensions if accurate CAD/BIM are not available. 

The lecture introduced how to use the native capture 
App and project settings. Students learned how to find 
their location in the 2D CAD and drop a marker pin at the 
start and completion of captured areas.Students were able 
to take this knowledge into their field capture and owner 
and stakeholder conversations in the term project phase. 

2.2 Hands-on Field Data Collection 
Following the lecture series, students worked in pairs 

and were assigned an area in the Bobby Dodd Stadium to 
capture. Each team applied what they learned on 360 
imaging and judged how many panoramas to take and 

where to capture them. They employed 360 cameras in 
conjunction with a field capture phone app to collect data 
(Figure 5). The camera was either mounted on a hardhat 
as depicted in Figure 6, or on a mobile robotic device. 
Each team was instructed on exact procedures to follow 
in data collection and monitored by the instructor. After 
completing the assigned capture area, each team 
reviewed their work and uploaded it for cloud processing. 
Students also learned how to identify assets, current 
nomenclature, tagging, and classification, as shown in 
Figure 7. Additional photography was taken to gather 
asset attribute details for the asset tagging project. 

Figure 5. Digital Twin field capture app 

The instructor then reviewed and provided feedback 
and points for improvement on the data capture exercise 
through a short video review and introduced the asset 
tagging assignment through a workflow document and 
video tutorial for the assignment.  

Figure 6. Student collecting data 
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Figure 7. Asset tagging 

 
        Each student was next expected to tag ten assets, add 
attribute information and upload a photo of the asset 
nameplate with identification information. Figure 6 
shows a stadium mechanical room 360 image on the right, 
floor plan in the centre and left display shows asset 
identified with attribute information collected and tagged 
by students on the left 

The project delivery was an asset report from the 
Visual Plan software in PDF format used for review and 
grading. Some assets required online search for 
identification and to find operator manuals or other asset 
information. Students learned from this practical exercise 
the importance of organization asset information 
effectively. The instructor reviewed the tagging exercise 
and gauged student performance based on a designated 
rubric that determined the quality and completeness of 
the work done. 

 
2.3 Term Project 
 

Having gained an understanding of digital twins and 
essential field tools in creating these twins, students next 
had an opportunity to select from several of the other 
technologies introduced in the course to create a digital 
twin. These technologies included laser scanning and 
drone photogrammetry. Students also had the option of 
continuing with 360 imaging. Three teams selected 360 
imaging, one team selected laser scanning, and one team 
selected drone photogrammetry as their technology tool. 

 The plan was to apply any one of these technology 
tools in a real-world setting. Bobby Dodd Stadium was 
used as the project setting. Students were requested to 
match the technology tool of their preference to a location 
in the stadium that was appropriate for the selected 
technology, based on their client's needs, in this case, the 
Georgia Institute of Technology facilities management 
department and campus police department. These 
departments are actual beneficiaries of this project and 
restricting the number of stakeholders that the students 
needed to consider helped facilitate this short project. 
The term project was divided into five parts; 

1. Students selected team membership based on 
technology interest and available time for data collection 
and team meetings. Each team had from 4 to 6 members. 
The deliverable was notification to the instructor of team 

membership and the technology tool selected.  
2. Teams met during class with key stakeholders of 

the football stadium facility who included the campus 
Manager of Building Information Modeling/Virtual 
Design and Construction, Facilities Management, and the 
Lieutenant of the campus police department. Each 
student team obtained guidance from these stakeholders 
in developing a brief project scope that matched their 
technology tool to an appropriate physical setting which 
is of interest to the client. Students were instructed to 
keep their scope small enough to collect data in 1-2 site 
visits. The deliverable for this part of the project was the 
team minutes from this meeting and the brief project 
scope. 

3. Data collection was conducted in 1-2 team visits to 
Bobby Dodd Stadium. Each visit was to be from 2-4 
hours. The deliverable was a progress report of 1 page or 
less. 

4. Data compilation and evaluation were then 
conducted appropriately for the technology tool 
employed. The deliverable was a progress report of one 
page or less.  

5. Teams then presented their findings during the final 
class meeting of the semester. The stakeholder attended 
this presentation in the role of client beneficiary. A final 
team report was prepared and presented to the instructor 
at this time. These reports are to be combined with 
additional data collected on the stadium and presented to 
the University. 

 

3 Student Feedback 
Student feedback was solicited upon completion of 

the assignment to assess the effectiveness of meeting the 
learning objectives. This feedback was obtained by 
including a lesson learned question in the assignment and 
by posting a discussion board for voluntary feedback, 
including observations from the assignment. Seventeen 
comments were received on the discussion board, and 24 
student comments received in response to the assignment 
lessons learned question. These comments were 
evaluated by the course instructor. 

Consistent themes found in student feedback 
concerned the impact of digital twins on security and pre-
incident planning for buildings, facilities, and operations, 
highlighting further opportunities for in-depth learning 
and application of effective building and construction 
pre-planning, documentation, and visualization to safety, 
security, and risk assessment. It was evident that each 
student experienced the curriculum differently. The 
learning outcomes inspired critical thinking on applying 
digital twin technology as a valuable methodology across 
various applications within their professional fields.  
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4 Findings 
The use of digital twins provided a framework for 

understanding a range of technologies used in building 
construction. This framework proved valuable in a broad 
scope of learning objectives related to new technologies 
and relevant facility lifecycle applications. 

Discussions with subject matter experts and guest 
lectures created a foundation for students to understand 
various visualization technologies and how they integrate 
to build digital twins to create long-term value during the 
construction process as well as throughout the building 
lifecycle post-commissioning: how the technology can be 
utilized beyond a single application across the 
organization, and how to set up facilities for success for 
operations, maintenance, security, and sustainability.  

The introduction of 360 image capture was 
compared to 3D Lidar, SLAM, drone capture, and 
traditional survey to broaden the students' understanding 
of each technology and use case's differences. A key 
takeaway for students was to critically think through the 
scope of work, project requirements, site conditions, and 
existing project workflows to determine the best 
technology tool for the job and how various technologies 
work together to serve different purposes.  

Knowing the stakeholders and their needs is key to 
approaching the project efficiently to meet the expected 
outcomes. The capture pre-planning helped students 
understand how the environment affects the data 
collection process, time to capture, and overall quality of 
data collected. Learning stakeholder requirements also 
helps the best approach to the project to meet desired 
business outcomes, whether the objective is project 
capture for construction, project oversight, asset 
management, or safety/security planning.  

Inspecting existing asset tags on a campus facility, 
Bobby Dodd Stadium, allowed students the opportunity 
to apply earlier learning to an actual life project. This 
project incorporated asset characterization, attribution, 
and taxonomy. Students were presented with a real-world 
example of the challenges facilities managers face when 
asset information is incomplete or poorly organized by 
completing the asset tagging exercise. The term project 
allowed students to work together to combine 
technologies to solve a real-world problem. They gained 
exposure to a project cycle by working with a client to 
develop a project scope, complete it in a constrained 
period, and report results to their client. The University's 
knowledge that data collected would be used provided an 
opportunity to see firsthand why the technologies 
introduced in the course are essential within the industry. 
Finally, students were exposed to the importance of 
critical thinking to the effective implementation of the 
technologies introduced in the course. 

The BC6005 course is comprised of a mix of 
students, many with several years of experience in 

construction or facilities management and others entirely 
new to the field, This presented a challenge when 
covering digital twins within a short time period. Also, 
the class had an enrollment of 24 students. This made it 
impossible to provide access to camera and other 
equipment during the assigned class instructional period. 
Both students and instructors had to attend sessions 
outside of the class period. These additional sessions 
were offered throughout certain days.  

5 Conclusions 
The students' varied real-world experience, ranging 

from academic applications through to established 
professional careers, with specialties including civil 
engineering, construction, construction management, 
facilities management, architecture, and transportation, 
encouraged multiple perspectives and critical thinking on 
how digital twin technology represents a potentially 
valuable methodology across various applications within 
their professional fields. 

The combination of lectures, discussions with 
subject matter experts, guided demonstration, and self-
directed real-world application of various scanning 
techniques and 3D digital twin technology enhanced both 
the students' understanding of what constitutes digital 
twins and their ability to identify and assess which of the 
different visualization technologies can be optimized for 
each application workflow.   

Through the guided hands-on capture project at the 
stadium, the students were able to engage with critical 
facilities and security stakeholders, learn how to identify 
overlapping project goals and outcomes, gain a crucial 
understanding of when and how to implement various 
imaging techniques, and how to process and present that 
data in an accessible, comprehensive deliverable to meet 
stakeholder needs.  

Students effectively and functionally applied this 
learning through the term paper assignments, working 
directly with university personnel to identify specific 
needs in real-world applications on campus.  

The real-world application of the course concepts 
underscored the accessibility and potential for adopting 
the technology into the construction industry and the 
process the students need to apply to integrate 3d digital 
twins into workflows effectively: identifying and 
understanding the scope of work, how to identify and 
mitigate potential issues, which technology is appropriate 
each application, and understanding project goals and 
outcomes across various stakeholders and their needs. 

The benefits demonstrated by this instructional 
experience can be applied in the curriculum of building 
construction and facilities management programs at the 
university, and even community college level. It is 
expected that the incorporation of digital twin instruction 
into an institution’s curriculum can be highly beneficial 
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for both graduate and undergraduate students. Students 
with knowledge of digital twin theory and methodology 
will have an enhanced ability to perform in the age of 
Construction 4.0. Such graduates will likely be in high 
demand as the construction industry further adapts to the 
digital environment.  Further testing of the effectiveness 
of employing digital twin learning would be beneficial in 
an undergraduate course and at community colleges, as 
well as additional testing for graduate level education. 
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Abstract 
The achieved benefits of Open Infrastructure BIM in 

Finland have been studied. The newest concept of Open 
InfraBIM in Finland is introduced. Industrial experiences 
and observed remarkable benefits in three large-size 
infrastructure design and construction projects carried 
out in 2012-2022 are presented and evaluated. Based on 
the observations and achieved results, the 
implementation of the Finnish Open InfraBIM concept 
has been successful in Finland. Clear benefits were 
observed and measured in three considered major design 
and construction projects. Most benefits were found from 
the latest project Kirri-Tikkakoski with remarkable cost 
and time savings. The benefits of BIM based machine 
control and real-time quality control were emphasized. 
This project has also used the most advanced and widest 
InfraBIM concept with early integration with all relevant 
stakeholders. Further development, information sharing 
and wider utilization of the Open InfraBIM in Finland 
and globally are suggested.  

Keywords – Benefits; Model Sharing; Open 
InfraBIM; InfraBIM Requirements 

1 Introduction 
1.1 Background 

BIM (Building Information Modeling) for transportation 
infrastructure has earlier been studied by Costin et al. 
(2018) [1]. The results showed the use of BIM for 
transportation infrastructure has been increasing with 
especially focusing on roads, highways, and bridges. 
Also they reveal a major need for a standard neutral 
exchange format and schema to promote interoperability. 
Benefit assessments were also found: the use of BIM 
instead of traditional documents was estimated to lead to 
economic and technical benefits. Also it was stated that 
application of BIM can help general contractors to reduce 
their risks and diminish the associated costs.  

Dodge Data & Analytics (2017) [2] has provided 
a report of the Business Value of BIM for mainly 
infrastructure design phase. According to the study, the 

BIM implementation growth in especially US, UK, 
France and Germany has continued 2015-2019. Most 
BIM users (87%) have reported positive value from their 
use of BIM. Top business benefits of BIM related to 
transportation infrastructure projects have been such as 
(1) improving ability to show younger staff how projects
go together (58%), offering services (56%), establishing
consistent and repeatable project delivery process (54%),
maintaining business with past clients (52%), and, less
time documenting, more time designing (50%). As top
ways how BIM has improved project processes and
outcomes were found: (1) fewer errors, (2) greater costs
predictability and better understanding of the project, and
(3) improved schedule performance and design
optimization. Based on the results, nearly two thirds
(65%) believed that they can get a positive ROI (Return
of Investment) from their BIM investment. In the
previous publications, the detailed content of InfraBIM,
i.e, modeling requirements, nomenclatures, open data
transfer formats, as well as methods and applications
utilizing these are not presented or described in more
detail. [2]

Finland is not the only country in where infraBIM 
is utilized. Norway has a long experience of infraBIM, 
and this has been compared with projects in Vietnam [3]. 
Based on the literature, the business value of BIM for 
infrastructure sector has been evaluated in France, US, 
UK, and Germany [1]. In addition, the experiences of 
OpenBIM in infrastructure projects have been studied in 
Netherland by Bergs et al. 2016 [4], Russia by Boykov et 
al. 2020) [5] and Italy by Giovine 2019 [6].  In those 
publications, the concept and content of Infra BIM has 
not described at the level that Infra BIM is nowadays 
used in Finland.  

Halttula (2020) has studied the benefits of early 
integration of BIM to infrastructure design and 
construction project. Halttula states that early integration 
of key stakeholders can lead to prompt and effective 
optimization of core competencies and knowledge as 
well as improves communication and decrease 
fragmentation. The product data model for the project 
should be designed in the early phase in collaboration 
with all relevant stakeholders, and also with client. [7] 

Related to InfraBIM based machine automation and 
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the benefits, Caterpillar (2016) has experimentally 
studied the benefits of utilizing 3-D machine control 
technology compared to traditional road construction 
methods. Infrastructure modeling was not considered. 
The benefits of the machine control technology were 
clear when considering the reduction in project duration, 
equipment hours, fuel consumption, total machine cost, 
operating hours, man-hours and total man-hours. Fewer 
machine hours protect machines from excessive wear, 
which reduces fuel consumption and leads to an 
environmentally conscious solution and reduced 
greenhouse gas emissions. [8] 

Second Caterpillar workstudy was made 2006 in 
Malaga. The study measured productivity growth with 
AccuGrade 3-D machine control systems. In the 
experiments, two identical roads were constructed, one 
using traditional control methods and the second using 
3D machine control systems. The lead times for all the 
different work steps were measured, the number of 
passes, buckets or truck loads, fuel consumption and also 
accuracy with these two different methods. According to 
the results of the study, the total working time required to 
build the road was 3½ days with traditional and 1½ days 
with 3D machine control. Fuel consumption was 43% 
lower with 3D machine control. [9] 

In Finland, the development of Open 
Infrastructure Building Information Modelling (Open 
InfraBIM) concept has been ongoing since 2010 
(Halttula 2020, Kivimäki et al. 2015), [7, 10] The large 
research work program RYM Process Re-Engineering 
(PRE) with Infra FINBIM work package was executed 
2010-2014. Open Infra BIM means the concept that 
enables wide industrial utilization of model-based 
information at all stages of the construction process. [7,8] 

The Finnish Open InfraBIM concept (Figure 1) 
includes three main parts: 1) modelling guidelines, 2) 
information classification system, and 3) open 
information transfer format Inframodel. The open 
concept has been specified down to detail and published 
by BuildingSMART Finland Infrastructure [11]. 
Building Smart Finland Infrastructure Business Group 
aims to develop and advange the use of infrastructure 
information modeling in Finland. The goal is to have 
fully digitized infrastructure design and production 
processes by 2025. [12] 

The Common InfraBIM Requirements (the 
newest version YIV2019) cover the entire life cycle of an 
infrastructure project: currently initial material, different 
phases of design and construction including also as-built 
documentation. In the future, the aim is to add operation 
and maintenance to the requirements as well. The 
modelling guidelines aim to guide, harmonize and 
improve the modelling practices in the entire 
infrastructure sector. The guidelines are based on the 
current best practices, and they will be updated regularly 

as the knowledge and tools will be developed. 
 
 

 

 
 
Figure 1. The Concept of Open InfraBIM in Finland 
(University of Oulu). 
 

Inframodel is an open method for the exchange of 
infrastructure information. It is based on the LandXML 
standard. The Inframodel includes parts for terrain 
models, subsoil surfaces, road and rail geometries and 
construction layers. It also covers water sewage and 
supply and some facilities. The Inframodel 
documentation explains the Finnish method for using 
LandXML. Inframodel does not gather all the elements 
in LandXML – Inframodel is a subset of LandXML. On 
the other hand, some Inframodel specific extensions have 
been added to support machine readability needed. The 
most important of these is the Infra classification system. 
Inframodel is the exchange format required by the 
Finnish Traffic Agency and major cities since May 1st, 
2014. Today, most of the main important client 
organizations, design offices and contractors use open 
and real-time cloud services Infrakit to share and utilize 
of open Infra BIM in different work phases of infra 
projects.  

The InfraBIM Classification specifies the 
numbering and designation of infrastructures and 
infrastructure information models covering their entire 
life cycle (see Fig 2.). The purpose of the classification is 
to obtain a unified numbering and designation practice 
that serves infrastructures and infra-structure information 
models in every phase throughout their lifecycle: in 
obtaining initial data, design, execution, as-built surveys 
and maintenance. [13] 
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Figure 2. An Example of the InfraBIM Classification 
System (BuildingSMART Finland). 

 
1.2 Aim 
 
The aim of the research was to study the benefits of Open 
InfraBIM concept achieved among the selected highway 
and railway design and construction projects executed in 
Finland in 2012-2022.  The sub-objectives were: 
- to identify the BIM utilization level and main 

achieved benefits of Open InfraBIM in a few selected 
major infrastructure projects in Finland and assess 
their economic significance 

- to find out whether the continuous development of 
Open InfraBIM is reflected in the increase of benefits 
in infrastructure projects 

- to evaluate the usefulness and competitiveness of the 
Finnish Open InfraBIM concept compared to the 
concepts and measured benefits used in other 
countries.  

2 Materials and Methods 

2.1 Study about the use of Open InfraBIM in 
Finland 

The following three major design and construction 
projects, (1) Kokkola-Ylivieska Dual Rail Design and 
Construction Project (schedule 2012-2018), (2) Railway 
Design and Construction Project Pasila-Riihimäki, 1th 
phase (2016-2022), and (3) Highway Design and 
Construction project Vt4 Kirri-Tikkakoski (2019-2022), 
were selected for closer interviews and studies about 
possible benefits by the use of Open Infra BIM. In this 
study, some selected key people in the projects were 
interviewed. In addition, sub-reports and evaluations of 
the projects were analyzed. In the (1) project the YIV 
2015 modelling requirements were first implemented at 
large scale. There were widely utilized machine control 
systems (guidance-based control) for all the excavators, 
some implementations were also made and tested in road 
graders and compaction machines. Novatron was one 
example of company which provides machine control 
system that can open way be connected to cloud service 

such as Infrakit. The first version of Infrakit cloud service 
was used. During the (2) project the InfraBIM concept 
development was continued and further later utilized for 
the concept updating.  In the (3) project YIV2019 was 
already utilized with also wider implementation of the 
real-time Infrakit cloud services for all the model sharing 
needed.  
 

2.2 Kokkola-Ylivieska Dual Rail Design and 
Construction Project (2012-2018) 

 
The Kokkola-Ylivieska dual rail design and construction 
project was implemented in 2012-2017 (Fig 3 and 4). The 
estimated cost of the project was € 330 million. The 
project built 80 km of new railways, repaired 80 km of 
existing railways, built 80 km of maintenance roads, built 
20 km of new streets and roads, and built 80 new bridges 
and 70 culverts. The construction works of the intervals 
between Kokkola-Riippa and Riippa-Eskola were carried 
out as two separate sub-projects using the Design-
Implement model. The last section, Eskola-Ylivieska, 
was split into smaller contracts: one electric track 
contract, which will be implemented with the Design 
Build model, one design contract, three substructure 
contracts, three superstructure contracts and the 
construction of the Vääräjoki bridge. The entire Kokkola-
Ylivieska interval will be managed with one safety 
equipment contract. CC Infra Oy was the builder 
consultant for the project. The builder consultant was 
assisted by WSP Finland Oy under a separate agreement. 
 

 
 
Figure 3. Kokkola-Ylivieska Dual Rail Design and 
Construction Project in Northern Finland – General Map. 
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Figure 4. Kokkola-Ylivieska Dual Rail Construction – 
The earthworks of the bridge sites were built using BIM 
model-based machine automation. 

 

2.3 Railway Design and Construction Project 
Pasila-Riihimäki, 1th phase (2016-2022) 

 
The Pasila–Riihimäki design and construction project 
(150 MEUR) improved the functionality of Finland's 
busiest railway section. The aim was to separate freight 
from passenger traffic and to make the connections at the 
main transport points faster. Several design companies 
and contractors participated in the project. All of them 
utilized Open InfraBIM as well as automated control 
systems in machinery. Most of them also used Infrakit 
cloud service.  

The first phase of the Helsinki – Riihimäki project 
focused on improving traffic locations. In addition, an 
additional freight track was built to Kerava and an 
additional track to Järvenpää between Ainola and Purola. 
In the summer of 2021, a new interlocking device was 
introduced in Kerava to monitor the safe operation of 
trains, which is a prerequisite for the additional tracks to 
be built in the second phase. 

The Open Infra BIM operation model in Pasila-
Riihimäki project was as follows: 
- the initial data model was provided by the 

owner/client 
- InfraBIM requirements were written for the 

procurement 
- continuous InfraBIM modeling and the utilization of 

models 
- BIM model coordinators together, several consultants 

together with BIM coordinator 
- InfraBIM modelling plan, operation planning 

utilizing BIM, BIM management 
- continuous development and implementation of the 

BIM in several workshops with project staff 
- implementation of the BIM plan with everyone in the 

project. 

 
The evaluation with interviews was made by Netlipse 
organization (Network for the dissemination of 
knowledge on the management and organization of large 
infrastructure projects in Europe) on behalf of the Finnish 
Transport Infrastructure Agency (FTIA). [14] 

2.4 Highway Design and Construction project 
Vt4 Kirri-Tikkakoski (2019-2022) 

The Vt4 highway is one of Finland's most important 
heavy transport routes (see Fig 5). According to the FTIA, 
the traffic volume at Kirri in Jyväskylä was about 20,000 
vehicles a day. Heavy traffic accounts for about 10 
percent of this. The aim of building the motorway has 
been to improve traffic safety as well as uniform driving 
conditions, predictability of travel times and operational 
reliability.  

The project Vt4 Kirri-Tikkakoski built a new 
motorway a total of 16 kilometers from Kirri in Jyväskylä 
to Tikkakoski and further to Laukaa Vehnia. In addition 
to the motorway, more than 20 kilometers of new roads 
and about 30 kilometers of new light traffic routes have 
been built during the contract. The design and 
development phase of the Kirri-Tikkakoski area began in 
the autumn of 2018. Construction work began in the 
spring of 2019. Destia was the main contractor in the 
project. 
 

 
 

Figure 5. Highway Design and Construction project Vt4 
Kirri-Tikkakoski (Finnish Transport Infrastructure 
Agency, FTIA). 
 

3 Observations and Results 
 
3.1 Kokkola-Ylivieska Dual Rail Design and 

Construction Project (2012-2018) 
 
During the project, an interview survey was conducted 
for all different parts of the project, involving individuals 
from design, construction, and supervision. According to 
the survey results: 
- 97% of respondents had been in contact with BIM 
- 68% thought the data models had made the job of 
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design easier 
- 69% said the turnaround time was faster in 

construction 
- 55% answered that some or significant additional 

costs were incurred in the contracts due to BIM 
- the savings from the use of BIM were achieved to 

some extent or by a significant 64% 
- the quality of the design was estimated to have 

improved by 80% 
- estimation of the quality of construction 93% of the 

respondents have improved data modeling 
 

 
 
Figure 6. A Combination BIM Model Example of 
Kokkola-Ylivieska project.  
 

 
 
Figure 7. An Example of BIM model in Tekla Civil 
Design Software.  
 
In the design, the greatest benefits were felt from more 
illustrative design, coordination of different types of 
technology and reduction of errors (see examples in Fig 
6 and 7). In construction, there has been an improvement 
in quality in terms of both design and construction, as 
well as faster work. The cost has been somewhat 
increased by learning and developing new technologies 
and practices. The savings have been achieved through a 
reduction in errors, a reduction in waste and faster work. 
Software and the continuous development of operating 
methods were seen as important, as can see in Figures 8 
and 9. 

 

 
 
Figure 8. Model of track protection gauge in the Infrakit 
user interface. This real-time function was developed in 
a machine control system (Novatron Oy) that warns the 
operator when the machine approaches the area. The 
implementation and final tests were carried out in the 
Kokkola-Ylivieska project.  
 
 

 
 
Figure 9. An Example - Supervisor 's tool for validating 
point quality in Infrakit cloud service. The inspected area 
can be delimited and accepted, causing the color of the 
actual points to turn green. 
 
 
3.2 Railway Design and Construction Project 

Pasila Riihimäki, 1th phase (2016-2022) 
 
The Pasila–Riihimäki design and construction project 
was the second major infrastructure design and 
construction project in Finland, in which the wider 
implementation and utilization of the Open InfraBIM 
was developed (Figs 10, 11 and 12). The success of the 
implementation was evaluated by an external consultant 
Netlipse.  
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Figure 10. Initial data model of Pasila-Riihimäki project 
(Trimble Connect cloud service). The railway yard 
included lots of different structures. BIM models were 
seen necessary to handle the information. 

 
 
Figure 11. An Infra BIM example (Trimble Connect) – A 
Combination model of Pasila-Riihimäki project.  
 

According to the external evaluation report of the 
construction project (Netlipse 2018) [14], the team has 
been in the project relatively thin and the members have 
felt themselves to have meaningful roles and 
responsibility for making decisions within their areas of 
competence. Issues referred to the Project Director (PD) 
for decision making have been dealt with quickly. The 
team appeared very confident in the PD’s leadership and 
experience to ensure success. Motivation to deliver a 
quality product has been high. 
 

 
 
Figure 12. An Example - Utilization of InfraBIM in 
design (visualization, clash detection) and construction 
(Trimble Connect).  
 

The decision to fully utilize the opportunities 
presented by BIM 3D modelling for design, construction 
and maintenance by the PD and team has been highly 
successful. The project has achieved significant cost 
savings (estimated at approximately Euro 10 million), 
efficiencies and quality improvement through this 
approach. 

Cost management and control came out very strongly 
in most interviews with the PD proactively seeking to 
reduce anticipated final costs and deliver additional value 
through underspend. Procurement of contracts also very 
strongly focused on price. 

The PD was an experienced leader and was involved 
in almost all aspects of the project delivery function. He 
has significant knowledge of the key issues and risks but 
has not documented much of this knowledge. In order for 
his successor and other team members to manage this 
transition, some form of lessons learned / knowledge 
capture was essential: 
- a knowledge management plan (or lessons learned 

register) is strongly recommended due to the limited 
nature of formal project documentation and the strong 
reliance upon the PD and the team’s personal 
knowledge and intervention.  

- it is strongly recommended that the lessons learned 
through the adoption of BIM modelling should be 
captured and shared for the benefit of future schemes. 
In the evaluation report it was also suggested that to 

ensure that original benefits are realized the FTIA could 
act in a more proactive client role to continue to measure 
benefits case during construction and then test those 
benefits are realized post completion. One of the key 
suggestions to FTIA was to continue BIM utilization 
development in future construction and maintenance 
project i.e. to exploit BIM opportunities nationally.  
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3.3 Highway Design and Construction project 
Vt4 Kirri-Tikkakoski (2019-2022) 

In December 2021, the construction contract was up to 
eight months ahead of schedule [15]. According to the 
fairway agency, the rapid progress of the work was due 
to new ways of working in design, construction and 
quality control.  

The design has been done entirely on a model 
basis, and no paper drawings have just been 
commissioned from the project. The time saving was 
about 20-22 weeks, i.e. almost half a year has been saved 
in design time. This has also been reflected in the 
construction schedule. A lot of new construction 
technology, quality management technology and design 
have been introduced and utilized in the project, which 
has enabled significant time savings. Automatic 3-D 
machine control systems were used for all the machinery, 
thus measuring sticks have not been installed on the site 
at all.  

Project members can use combination model from 
Infrakit to monitor the current progress (see Fig 13). 
Infrakit can also use to real-time Model-based quality 
control using color to show tolerances (Fig 14) has been 
done as well as by using for example with drones (Fig 
15). The quality information was produced in real time. 
The bridges were modeled, and all approvals were 
model-based using Trimble Connect, no papers were 
delivered to the client or for construction. 
Reinforcements were ordered from the factory according 
to IFC models, not with paper reinforcement lists. Bridge 
measurements were performed entirely according to IFC 
models, and no separate measurement data was created 
for bridge measurements.  
 

 
Figure 13. Highway Design and Construction project Vt4 
Kirri-Tikkakoski – a BIM model View in Infrakit Cloud 
Service (Destia Oy).  
 

Theis large-scale road construction project has 
remained very well within its budget. According to FTIA, 

the initial cost estimate for the Kirri-Vehnia subscription 
was EUR 156 million. The actual construction costs were 
EUR 139 million. In addition to the Kirri-Tikkakoski 
project, 139 million were completed on an additionl 
Vehniä section, i.e. one interchange and six to seven 
kilometers of parallel road longer than was included in 
the original project. 

 
 
Figure 14. A sample of Infrakit Cross-section showing 
real-time quality deviations (green points inside 
tolerances, red points outside tolerances).  
 

 
 
Figure 15. Example – a drone image used for model-
based quality control (Destia Oy).  
 
4 Conclusion 
 
This study was carried out at the request of the industry 
in order to find out the benefits of Open InfraBIM in 
design and construction projects in Finland. It was 
especially hoped that the research would provide support 
for the introduction of the Finnish Open InfraBIM 
concept internationally. 
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In the earlier first project (2012-2018) already 
most of the employees interviewed had been in contact 
with the Finnish Open InfraBIM. In design, the greatest 
benefits were achieved from more illustrative design, 
coordination of different types of technology and 
reduction of errors. In construction, faster works, 
material savings and quality improvements were reported. 
Turnover time was evaluated to been clearly faster in 
construction. Significant savings from the use of BIM 
were achieved.  

In the second project (2016-2020) the report 
stated that the project has achieved significant cost 
savings of Euro 10 million, i.e. about 7% of the total 
project cost, efficiencies and quality improvements.  

In the later third project (2019-2022), the realized 
reduction in construction time was about eight months in 
the end of 2021. The rapid progress of the work was due 
to new ways of working in design, construction and 
quality control. The time saving in design was about 20-
22 weeks. All the machines were equipped with 
automatic machine control systems. Real-time quality 
control was seen to been preventing potential faults at an 
early stage during construction.  

The implementation of the Open InfraBIM 
concept has been successful in Finland. Clear economic 
and technical benefits were observed and measured in all 
of the considered major design and construction projects 
carried out in 2012-2022. The most remarkable benefits 
were faster construction with reduction of construction 
time, cost savings up to 7% of total design and 
construction costs, and better completed quality of infra 
structures. Most benefits were found from the latest 
project Kirri-Tikkakoski with remarkable time savings. 
The benefits of BIM based machine control and real-time 
quality control were emphasized in that project. This 
project has also used the most advanced and widest 
InfraBIM concept with early integration with all relevant 
stakeholders. The technology had already evolved 
considerably further, and people (an experienced team) 
had learned to build model-based. 

The continuous development of Open InfraBIM 
seems evidently to been reflected in the increase of 
benefits in design and construction operations and 
processes. The progressiveness and competitiveness of 
the Finnish BIM concept in similar systems in other 
countries is difficult to assess on the basis of this study. 
Further development, wider information sharing and 
utilization of the Open InfraBIM in Finland and globally 
are suggested. 
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Abstract – 

Risk propensity, or individuals’ attitude 
toward risk, can highly impact individuals’ decision-
making in high-risk environments since those who 
merely focus on positive consequences associated with 
high-risk acts are more likely to engage in risk-taking 
behaviors. Previous studies identified activation in the 
prefrontal cortex during decision-making under risk 
to be a sign of an individual’s attitude toward risks. 
To investigate whether such past work—prevalent in 
behavioral research domains—translates into 
construction safety, this study conducted an 
experiment in a mixed-reality environment using 
functional near-infrared spectroscopy (fNIRS) 
technology to examine whether positive risk attitudes 
cause individuals to adopt risky construction 
behaviors and whether the activation of the 
prefrontal cortex of the brain can represent such risk 
attitudes. The results show that participants with a 
higher risk propensity had a higher brain activation 
during the risky electrical tasks; these individuals 
merely focused on gains, which motivated them to 
increase their risk-taking behavior and consequently 
experience more electrical accidents. Understanding 
workers’ attitudes toward risk will thus influence 
future understandings of decision behavior under 
risk. 

 
Keywords – 

Risk attitude; Construction safety; Decision-
making; Risk-taking behavior; fNIRS neuroimaging; 
Mixed-reality (MR) 

1 Introduction 
Despite various efforts to reduce the number of 

incidents occurring within the electrical construction 
industry, this area still experiences a high rate of fatalities, 
representing a 3.75% increase over recent years [1]. In 
part, these fatalities may be sourced in construction 
workers’ behaviors, which can be easily influenced by 
their individual characteristics. Consequently, 
investigating the individual characteristics that can affect 
workers’ unsafe behaviors may help avoid future 
accidents. 

Risk propensity, or one’s attitude toward risks, is one 
influential characteristic that can affect jobsite safety as 
high-risk propensity causes individuals to adopt risky 
behaviors [2]. Previous research highlighted the direct 
connection between risk attitude and risk decision-
making [2,3], the latter of which ties into cost-benefit 
analysis weighing the costs (risks) against the benefits 
(gains) delivered by the behavior. Thus, the extent to 
which one engages in risky behaviors is a function of 
individuals’ positive attitudes (i.e., focused on gains) 
and/or negative attitudes (i.e., focused on losses) related 
to risk consequences [4]. Individuals with positive 
attitudes mostly consider positive consequences over 
negative ones, which stimulates them to take more risks. 

The impacts of risk propensity conceivably manifest 
profoundly within such competitive and dynamic 
workplaces as construction jobsites, since the business 
nature of construction is highly competitive and may turn 
stakeholders’ focus toward gains (e.g., earning more 
money) [5]. In such situations, managers stimulate 
workers by offering extra compensation as an incentive 
to speed up or perform simultaneous tasks in order to 
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offset delays or increase the company’s profits. As a 
result, risk propensity in terms of expecting pleasurable 
outcomes and benefits may guide individuals to engage 
in more risky actions. 

While the impacts of risk propensity in gain-loss 
decision-making under risk have been widely discussed 
in behavioral research domains, there is a paucity of 
research within the construction sector despite the fact 
this industry’s high-risk work environment may be 
considerably impacted by the concept of risk attitude. 
Therefore, this study examined whether perceiving 
greater benefits during risky activities causes workers to 
engage more in risky behaviors on jobsites. To achieve 
this objective, this study asked subjects to perform a 
simulated high-risk electrical activity under conditions 
with varying benefits. The research team then used 
traditional (questionnaires) and emerging neuroimaging 
(functional near-infrared spectroscopy) techniques to 
document subjects’ risk propensity; the latter method 
monitored subjects’ cortical hemodynamic responses 
(i.e., brain activation) during the high-risk situations to 
quantify cognitive appraisals associated with risky 
decisions. Combined, this methodology enabled the team 
to both better understand subjects’ attitudes towards risk 
and discern whether functional near-infrared 
spectroscopy (fNIRS) signals could be considered a 
useful method for studying individual risk attitudes in 
dynamic risky decision-making. The outcomes of this 
research, therefore, deliver both an innovative 
methodology for monitoring construction workers’ real-
time risk propensity and a deeper understanding of 
workers’ attitudes towards risk to enhance evaluations of 
decision-making behaviors under risk. 

2 Background 

2.1 Risk Propensity and Expected 
Consequences 

Generally, risk propensity is defined as individuals’ 
attitudes toward risk and reflects their orientation toward 
taking or avoiding risks [2]. Therefore, risk attitude 
includes both risk-seeking and risk-aversion and signifies 
“the degree to which a person has a favorable or 
unfavorable evaluation or appraisal of a behavior” [6, p. 
188]. 

Risk attitude can be quite influential in explaining 
individuals’ risk-taking behaviors and risk decision-
making. As with the cost-benefit analysis discussed above, 
one’s behavior evaluation will include gains or losses, 
depending squarely on individuals’ attitude toward the risk 
(i.e., risk-seeking or risk-aversion). Workers who are risk-
takers primarily look forward to gaining potential benefits 
from the risky activity, which they perceive as worth any 
associated potential negative consequences [2].  

Previous literature showed that individuals may adopt 
risky behaviors when the balance between the perceived 
losses of a situation and the perceived gains of that 
situation is considered favorable [4]. In a related study, 
Slovic and his colleagues observed that individuals who 
were more engaged in risky activities perceived greater 
associated benefits and also greater control over potential 
losses than those who did not engage in risky activities 
[4]. In one of the recent studies, Hasanzadeh and her 
colleagues examined risk propensity as a factor of 
individuals’ risk-taking behavior in a simulated mixed-
reality environment. They observed that risk propensity 
moderated the relationship between safety protection and 
risk-taking behaviors since individuals with higher risk 
propensity took more risks when protections were in 
place [2,7]. Therefore, it is crucial to investigate the 
substantial differences at play in individuals’ risk attitude 
and how these gain expectancies in non-targeted risky 
events are linked to individuals’ at-risk decisions on 
construction jobsites.  

2.2 Cortical Brain Activation and Decision-
making Correlates 

Previous studies showed that neuroimaging provides 
an excellent understanding of the underlying cognitive 
processes involved in considering trade-offs between 
costs (loss) and benefits (gains) under risky conditions 
[8,9]. The prefrontal cortex (PFC) plays a substantial role 
in these decision-making processes [10]. Particularly, the 
increase of cerebral oxyhemoglobin and blood flow 
within the PFC reflects processing variances, 
uncertainties, risks, expected values, and probabilities [9] 
Furthermore, previous studies showed that increased 
expected benefits of risky actions (greater gain) will 
increase the prefrontal area’s brain activation, 
specifically among risk-seeking individuals (i.e., those 
with higher risk propensity) [11,12]. As such, cortical 
brain activity can functionally reveal the correlation 
between risk and associated benefits and can signify how 
individuals perceive the consequences of risky decisions 
(i.e., whether they focus on gains or losses). Several 
neuroimaging and human behavior studies have 
investigated risk attitude and decision-making under risk 
using cortical brain activation (e.g., [13,14,15]), but there 
is limited research in this field within the construction 
safety domain.  

3 Methodology 
This study examined risk perception and risk 

decision-making during a risky construction activity to 
identify the correlation between risk-taking behaviors, 
expected benefits, and brain cortical responses. To 
accomplish this objective, this study used the 
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transmission and distribution of energized powerlines as 
a high-risk task since linemen are required to work in 
close proximity to high-voltage powerlines while they 
are also at the height [16,17]. We hypothesize that risk 
attitude (i.e., concentrating on expected gains or expected 
losses) serves as a key contributor to stimulating risk-
taking behaviors and exacerbates the likelihood of 
incidents (e.g., experiencing arc flash, which is an 
electrical discharge that includes burns, blasts, and 
electrocution hazards) within high-risk tasks among 
those with high-risk propensity.  

3.1 Experimental Design 
A mixed-reality environment consisting of virtual and 

physical models was developed to simulate an electrical 
task in a U.S. suburban area (Figure 1). The physical 
model included passive haptics (i.e., bucket, hot-stick, 
fall-arrest system, and insulating gloves). The virtual 
model entailed the simulated setting as well as five 
virtual reality trackers attached to the subject’s body to 
capture individuals’ postures and adjust the virtual avatar 
accordingly; these trackers also registered interactive 
behaviors—e.g., simulated electrical arc flash—and the 
virtual reality system included any corresponding visual 
and audio representations to enhance participants’ sense 
of presence within the mixed-reality simulation. 
Environmental modalities, including wind and sound 
effects, were also added to increase realism and subjects’ 
sense of presence. Most of the participants reported a 
high presence score (Mean= 4, SD= 0.5), given a 5-point 
Likert scale post-trial presence questionnaire (with 1 = 
low and 5 = high). This conveys that the developed MR 
environment offered a valid and appropriate framework 
to trigger the naturalistic behaviors of line workers. All 
subjects wore a wireless functional near-infrared 
spectroscopy (fNIRS, Brite) neuroimaging cap so the 
research team could monitor subjects’ decision-making 
and risk attitude while the subjects completed the 
electrical tasks. 

3.2 Data Collection 
Thirty-three healthy subjects—11 females and 22 

males aged 21.3 ± 2 years, with at least 1.5 years of work 
experience in the construction industry—were recruited 
to participate in this study. All procedures were approved 
by Purdue University’s Institutional Review Board (IRB).  

After a 30-minute comprehensive training regarding 
the experimental process and electrical tasks, each 
participant filled out several questionnaires, including the 
cognitive appraisal of risky events (CARE) questionnaire. 
The CARE questionnaire, developed by Fromme et al. 
(1997), evaluates individuals’ expectations of gains (i.e., 
positive outcomes known as PCARE) and losses (i.e., 
negative outcomes known as NCARE) as consequences 
of risky behaviors [18]. Subjects responded to this 
questionnaire based on a 7-point Likert- scale that ranged 
from 1 (not at all likely) to 7 (extremely likely). Their 
responses evaluated the expected positive and negative 
outcomes of six various types of risky behaviors, 
including (I) Illicit drug use, (II) Aggressive and illegal 
behaviors, (III) Risky sexual activities, (IV) Heavy 
drinking, (V) High-risk sports, and (VI) Academic/work 
behaviors. This study considered the positive outcome 
expectancies of subjects (i.e., PCARE) for further 
analysis.  

After completing the questionnaires, participants 
were equipped with the fNIRS cap, and their brain 
cortical responses were captured for 120 seconds as the 
baseline. Thereafter, they were required to complete the 
line replacing task, which included two sub-tasks: 
(1) move the energized powerlines from an old pole to a 
new pole, (2) remove conductor hoods from energized 
lines. The participants were equipped with complete 
safety interventions and performed the task under two 
experimental conditions: (A) normal condition, and (B) 
high-risk with incentive. For this latter, high-risk with 
incentive, condition B, the research team added 
productivity demand, time pressure, and cognitive 
demand to the expectations: subjects were given 10 fewer 

Figure 1. Research framework for real-time mixed-reality environment synchronized with fNIRS  
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seconds than they needed to complete the task under the 
normal condition, and they were asked to complete a 2-
back working memory task simultaneously while they 
performed the main task. Critically, under Condition B, 
participants were told that if they could complete the task 
in a timely manner while completing the secondary task 
accurately, they would receive $10 additional 
compensation. At the end of the experiment, the research 
team conducted a semi-structured interview to assess 
participants’ risk perception within each condition. 

As explained, brain activation manifests as increases 
in both cerebral oxyhemoglobin and blood flow 
throughout the brain, which appears to serve as a proxy 
for risk-seekers concentrating on gains during risky 
decision-making [10]. The arrangement of the fNIRS 
optodes’ locations along with the PFC is demonstrated in 
Figure 1, which covers both right and left hemispheres. 
Specifically, a trajectory of 7 optode channels was 
implemented, which covered mostly the dorsolateral 
prefrontal cortex (DLPFC). The neural activity from the 
hemodynamic response function (HRF) that specifies 
BOLD signals overtime was used for the analysis. 

4 Results and Findings 
This study investigated subjects’ behavioral 

responses and safety-related decisions under risk when 
gains and losses were in place. To do so, the research 
team began by differentiating the 33 participants’ 
responses to the CARE questionnaire across the six 
categories of risk activities, discussed above. Then, 
correlations between the PCARE six categories and the 
PFC activations under Condition B, as well as the 
correlations between the PCARE categories and the 
subjects’ ∆brain activation (i.e., changes in brain 

activation from the normal Condition A to the risky 
Condition B), were identified (Figure 2).  

While only the correlation between subjects’ PCARE 
score and brain activation under Condition B in 

categories II and VI, and their PCARE score and changes 
in brain activation (B - A) in category II are significant, 
all scatterplots demonstrate positive correlations between 
these two factors. Such insight reveals that as participants 
perceived more benefits than harm from being involved 
in irrelevant risky events, they perceived more gains in a 
risky construction task when there is an incentive in place. 

For further analysis, participants were divided into 
two groups based on their average score in each category 
of the PCARE: (1) those more likely to focus on gains 
(high PCARE) versus (2) those less likely to focus on 
gains and more likely to focus on losses (low PCARE). 
Then, the changes in hemodynamic responses (oxy-Hb) 
in Condition B compared to Condition A (i.e., B-A) were 
compared between high-PCARE and low-PCARE 
groups across the six categories. Figure 3 demonstrates 
that, on average, there is more brain activation (changes 
in oxy-Hb) among participants in the high-PCARE 
groups than those in the low-PCARE groups in all six 
risky-activities categories. Moreover, there is a 
significant difference between the average brain 
activation among the high-PCARE group compared to 
the low-PCARE group within category II (i.e., aggressive 
and illegal behaviors). 

 

 
Figure 3. Box plot representing the distribution of brain 
activation (oxy-Hb concentration) in high-PCARE and 
low-PCARE groups  

To examine whether there are significant differences 
in decision dynamics and associated PFC brain activation 
among individuals with positive risk attitudes (high-risk 
propensity group) when they need to complete a risky 
electrical task with (Condition B) and without incentive 
(Condition A), the Oxy-Hb changes were compared 
between the two conditions across all six risky event 
categories. As Table 1 shows, there are statistically 
significant differences in oxy-Hb concentrations in 
PCARE categories II, III, IV, V, VI between the normal 
condition (A) and the risky condition (B) (p-value II = 
0.016, p-value III = 0.048, p-value IV = 0.040, p-value V 
= 0.025, p-value VI = 0.048). Partially significant 
changes in oxy-Hb were identified in PCARE category I 
(p-value I = 0.070). Further investigation of their safety 
performance indicated that those with higher risk 

Figure 2. Correlation among brain activation and different 
categories of PCARE 
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propensity took additional risks under situations with 
heightened risk-benefit dynamics and ended up 
experiencing more electrical arc flashes during the 
experiment.  

 
Table 1. Statistical results comparing changes in brain 

activation of high-risk propensity group between 
Conditions A and B across six PCARE categories 

Cond. P 
CARE MEAN STD Test 

Statistics (t) p-value 

A 
I 

0.471 0.712 
-1.579 0.070** 

B 1.128 1.473 
A 

II 
0.257 0.875 

-2.672 0.016* 

B 1.622 1.421 
A III 0.173 0.562 -1.725 0.048* B 1.000 1.423 
A IV 0.280 0.674 -1.899 0.040* B 0.995 1.311 
A 

V 
0.329 0.560 

-2.154 0.025* B 0.959 1.120 
A 

VI 
0.687 0.640 

-1.832  0.048* 
B 1.314 1.380 

** p-value <0.1, * p-value <0.05 
 

Further, while the mean brain activation values across 
all categories were higher in Condition B than A for 
individuals with lower risk propensity (low-PCARE 
groups), there was no significant difference in oxy-Hb 
between Conditions A and B (p-value > 0.05) (Table 2), 
suggesting those with lower risk propensity will likely 
not take additional risks under situations with heightened 
risk-benefit dynamics.  
 
Table 2. Statistical results comparing brain activation of 
low-PCARE groups within conditions A and B across 

six categories  

Cond. P 
CARE MEAN STD Test 

Statistics (t) p-value 

A I 0.144 0.634 
-1.428 a 0.088 

B 0.694 1.266 
A 

II 
0.180 0.609 

0.003a 0.499 

B 0.192 0.886 
A III 0.240 0.747 

-1.598 a 0.089 B 0.790 1.349 
A IV 0.226 0.732 

-1.337 a 0.102 B 0.755 1.385 
A 

V 
0.164 0.915 

-0.343 a 0.370 B 0.301 1.179 
A 

VI 
0.058 0.583 

-1.151 a 0.134 B 0.386 0.954 
** p-value <0.1, * p-value <0.05 

5 Discussion 
Construction activities are known as high-risk 

activities, so proper perception of risks inherent to the 
surrounding environment is crucial for worker safety [19]. 
However, there are substantial differences among 
individuals in how risk is perceived. Such differences 
especially manifest in how individuals exhibit different 
sensitivities to losses and gains when making decisions 
under risk, a factor rooted in individuals’ various risk 
attitudes.  

This study examined the neural correlates and safety 
performance measures (i.e., number of arc flashes they 
have experienced while completing the task) among 
individuals with different attitudes toward gain and loss 
to assess risk-taking behaviors under varying risk-benefit 
conditions. The findings indicate that there is a positive 
correlation between each category of PCARE and brain 
activation during risky-with incentives tasks; thereby, 
risk attitude modulated brain activation in the prefrontal 
cortices more in participants who perceived greater 
positive consequences from risky actions than in 
participants who perceived more losses from risky 
actions. This finding is well-aligned with other 
neuroimaging studies that reported the involvement of 
PFC in risk decision-making behaviors [20,21]. As an 
example, a related study empirically showed a higher 
brain activity for subjects with more consideration of 
gains than losses  [20]. In addition, previous studies 
observed decreased and increased hemodynamic 
responses in individuals who were focused on losses (i.e., 
having negative attitudes toward risks) versus those who 
mostly considered gains (i.e., having positive attitudes 
toward risks), respectively [9]. Therefore, activation of 
the PFC can serve as a proxy of individuals’ risk attitude: 
Those more focused on gains (i.e., incentives in 
Condition B) will have higher brain activation. 

These correlation results also indicate that subjects 
who are often highly focused on positive outcomes in 
other risky activities (e.g., the thrill of driving while 
intoxicated outweighs the perceived risk of arrest) are 
those who are highly concentrated on gains rather than 
losses in the simulated electrical construction task. Here, 
response generalization theory may come into play, as 
this theory explains that individuals who tend to be 
involved in a targeted risky behavior can also be involved 
in non-targeted risky behaviors [22].  
Problematically, underestimating the risk of a hazardous 
situation increases the likelihood of taking more risks 
[2,7], especially as individuals who have positive 
attitudes toward risks tend to adopt risky behaviors by 
assigning higher expected values to the outcome. In 
contrast, people with negative attitudes perceive lower 
benefits and higher negative outcomes when involved in 
risky actions [2,7]. Well-aligned with this discussion is 
our observed changes in brain activation—i.e., the 
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differences in oxy-Hb concentration from the normal 
condition (A) to the risky condition (B, with incentives). 
These values showed higher average values for the high-
PCARE groups versus low-PCARE groups within each 
category. 

Although the risk level was higher in Condition B due 
to the time pressure and productivity demand—which 
may increase the risk of potential losses (experiencing arc 
flash)—the presence of incentives (i.e., gains) caused 
subjects to concentrate merely on achieving the gains and 
correspondingly increase their risk-taking behavior by 
speeding up to complete the defined task faster to obtain 
the incentive. These participants, who were also grouped 
high in various CARE categories, experienced more arc 
flashes in Condition B. So, the associated gains (i.e., 
additional compensation as an incentive) increased their 
perceived benefits and caused them to overlook losses as 
they found more value in taking risks. Collectively, these 
findings regarding subjects’ assessment of expected 
value (i.e., gain) and harm (i.e., electrical accident) 
provided empirical evidence regarding the contributing 
role of risk attitude in workers’ unsafe behaviors and at-
risk decisions.  

6 Conclusion 
By employing a mixed-reality environment and 

neuroimaging technology, this study empirically 
investigated participants’ risk propensity in a simulated 
high-risk construction scenario when gains and losses 
were in place. Results indicate that oxy-Hb concentration 
captured by fNIRS sensors may serve as a proxy of 
participants’ risk attitudes since this value positively 
correlates with the evaluated PCARE scores. The present 
study also shows that expected value signals (gain) in the 
prefrontal cortex are considerably increased among risk-
seeking individuals, which indicates that the more 
participants focus on gains during a risky situation, the 
greater their brain activation will be. Further, as subjects 
perceived more benefits associated with a situation, they 
valued positive consequences (i.e., gains) over negative 
ones (i.e., losses), which stimulated them to engage in 
greater risk-taking behaviors.  

Together, the findings argue that fNIRS signals are 
reliable to provide behavioral information regarding 
individuals’ risk propensity, decision-making, and risk-
taking behaviors. This study provides insights into 
identifying at-risk workers whose positive attitudes 
toward risky situations may put them at high risk of 
engaging in potentially dangerous activities on jobsites. 
Future studies may incorporate different physiological 
sensors (e.g., Electrodermal activity (EDA)) to see the 
correlation between physiological responses and fNIRS 
signals, in investigating individuals’ risk attitude and 
risk-taking behaviors. Using such knowledge can help in 

suggesting behavioral interventions that incorporate 
educational information regarding risk perception, as a 
modifiable construct, to counteract excessive risk-taking. 
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Abstract – 

Safety training has long been considered a 
promising method to enhance workers’ hazard 
identification skills within construction sites. To 
improve the effectiveness of safety training, such 
varied features as a training environment, individuals’ 
learning ability, and lesson personalization have been 
investigated. However, as records show workers still 
miss hazards even after receiving safety training, 
understanding the fundamental cognitive reasons for 
unrecognized hazards becomes a crucial step toward 
developing effective personalized safety training. This 
study used various 360° panoramas of construction 
scenarios to empirically examine 30 workers’ visual 
search strategies and assess workers’ hazard 
identification skills. Results suggest several cognitive 
limitations caused failures in hazard recognition, 
including attentional failure, inattentional blindness, 
and low perceived risk. Based on these findings, this 
study proposes a personalized safety training 
framework to address such cognitive limitations to 
improve occupational safety in the construction 
industry. 

 
Keywords – 

Hazard identification; Construction safety; 
Cognitive failures; Personalized safety training; 
Attentional failure; Inattentional blindness; Risk 
Perception 

1 Introduction 
Given over 1,000 recent fatal injuries in the 

construction industry in the U.S. [1], researchers have 
been trying to improve workers’ hazard identification 
abilities to avoid injuries [2,3]. A promising approach to 
counteracting injuries is to provide effective safety 
training to enhance workers’ hazard recognition 
performance [4]. Previous studies revealed that workers 
often missed hazards in their surrounding environment 
due to different cognitive limitations (e.g., failed 

attention [5], flawed risk perception [6,7]). Thus, to 
properly identify hazardous conditions within a dynamic 
construction environment, workers need to appropriately 
detect hazards and perceive them as risks [3], and training 
programs should address failures affecting this skill set. 
However, safety training has neither comprehensively 
covered these various cognitive limitations nor proven 
capable of customizing training per the cognitive failures 
of individual workers.  

This study uses eye-tracking technologies to identify 
the types of cognitive failures affecting construction 
workers’ safety and thereby recommend opportunities for 
automating personalized safety training. This study 
contributes to the body of knowledge and practice by 
proposing an advanced personalized safety training 
framework that can automatically translate workers' 
subjective test results and objective psychophysiological 
responses into personalized training recommendations. 
The outcomes of this paper will lay the necessary 
foundations required to build tailored training regimens 
to improve construction worker safety. 

2 Background 

2.1 Assessing Construction Workers’ 
Cognitive Limitations via Eye-tracking 
Technology 

Identifying hazardous situations in dynamic 
construction environments is a complex cognitive 
process. Advanced sensing technologies (e.g., 
electroencephalograms, eye-tracking) have been actively 
utilized in several studies to evaluate human cognitive 
processes and safety-related behaviors under hazardous 
conditions [3,8]. Among these sensors, eye trackers have 
been widely used to assess workers’ cognitive failures 
and low–hazard identification skills because eye-
movement data represent the most direct manifestation of 
visual attention [9,10].  

In a study conducted by Hasanzadeh and her 
colleagues [3], three fixation-related metrics (i.e., 
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fixation count, dwell-time percentage, and run count) 
were utilized to predict workers’ hazard identification 
skills. The results indicated that hazard recognition skills 
remarkably affect workers’ visual scanning patterns. For 
instance, workers with higher hazard identification skills 
showed higher fixation counts and run counts, and lower 
dwell-time percentages on various hazard types. 
Accordingly, eye-tracking technology provides 
considerable opportunities for assessing workers’ 
different attentional distributions and for predicting 
cognitive failures. 

2.2 Personalizing Safety Training 

 Researchers have investigated various aspects of 
safety training, such as training format [4,11,12] and 
workers’ learning ability [13]. Among these efforts, 
personalized training recently received attention as the 
next generation of safety training [13]. Compared to 
traditional safety training, personalized training aims to 
include the assessment of individuals’ differences and 
their resulting decisions when exposed to assorted risks 
on a jobsite [14]. For example, Xu et al.’s study argued 
that workers’ learning abilities during the safety training 
varied, which led the study to develop a learner model 
that could capture and evaluate individual workers’ 
cognitive capabilities and learning abilities [13]. Further, 
some studies showed the feasibility of automatically 
capturing and analyzing workers’ visual search patterns 
[15]. While many studies theoretically discussed the 
importance of developing personalized safety training, 
no studies empirically develop a training framework to 

address these cognitive limitations.  
To develop personalized safety training, it is essential 

to understand the reason for cognitive failures and select 
an appropriate training approach to counteract the 
problem. For instance, if someone has a poor visual 
search strategy, showing an expert’s visual search path—
which has been used among marines and radiologists to 
enhance visual search strategies—could function as a 
suitable training approach [16]. Incorporating such a 
design can address unrecognized hazards and promote 
the development of more effective personalized training. 

3 Research Method 
To identify the types of cognitive failures impacting 

construction workers’ safety and thereby recommend 
opportunities for automating personalized safety training, 
this study conducted a hazard identification experiment 
presenting videos of a realistic construction environment 
to monitor subjects’ visual behaviors. To create realistic 
scenarios able to capture the complexity and dynamics 
within a construction experiment, the design used several 
360° video panoramas captured using an Insta360 OneX 
camera. The scenarios covered various construction 
activities (e.g., painting, erecting the structure, installing 
HVAC, and welding) and were recorded at commercial 
construction sites in Washington D.C. and northern 
Virginia to include different static and dynamic hazards 
of varying risk. Professional safety managers carefully 
reviewed all video scenarios in advance and identified 
hazards within each scenario. 

For this study, the research team recruited thirty 

 
Figure 1. Research framework 
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experienced construction workers (29 males, 1 female; 
aged 34.5±10.6 years) from jobsites to collect realistic 
behavioral data. The participants had, on average, 8.5 
years of experience, and all had received multiple safety 
trainings before. Each participant performed a single 60-
minute session, which was delivered via the HTC VIVE 
Pro Eye head-mounted display. While the participants 
were searching for hazards in each scenario, their visual 
scanning patterns were captured using eye-tracking 
sensors embedded in HMD. In total, workers were asked 
to view twelve scenarios for thirty seconds, and then 
report the types of hazards they recognized in each 
scenario (Figure 1). 

To analyze the subjects’ resulting eye-tracking data, 
the research team marked multiple areas of interest (AOIs) 
which were predefined by safety professionals. AOIs are 
the boundary range of the hazardous regions in the 
scenarios; in this paper, analysis focuses on two major 
hazard categories (fall, and struck-by), though the results 
reflect additional findings not detailed at this time. The 
research team mapped subjects’ fixation points on static 
and dynamic AOIs using image processing algorithms. 
Those AOIs that did not receive fixations were deemed 
“attentional distribution failures” whereas those AOIs 
that had fixations were deemed either “recognized” or 
“risk-perception failures” based on whether subjects self-
reported identifying the hazard. Additionally, spatial 
attention proportion is calculated when fixation points 
are within the AOIs boundaries to the total number of 
fixation points in the entire scene. Then, by coupling the 
eye-tracking data with workers’ self-reported hazard 
identification results, the research team classified the 
cognitive reasons behind the unrecognized hazards. The 
contrasts between the empirical (eye-tracking) results 
and subjective (self-reporting) results were then analyzed 
to identify training opportunities. 

4 Results and Findings 
Figure 2 indicates the average cause-specific rate of 

hazard identification failures—e.g., those caused by 
failed attentional distribution or those caused by failed 
risk perception—for all hazards and the two main hazard 
categories detailed in this paper. Generally, more than 
half of hazards remained unrecognized even when the 
worker allocated considerable attentional resources to 
those hazardous areas, which indicates that the worker 
either experienced inattentional blindness or did not 
perceive the risk of hazards within the scene due to high-
risk tolerance or lack of knowledge. On average, 43% of 
workers who failed to identify fall hazards illustrated 
inefficient visual search strategies and improper 
attentional allocation for fall hazards. Additionally, on 
average, 67% of struck-by hazards remained 
unrecognized because subjects failed to identify the 

hazardous conditions as risks, even if they allocated 
sufficient attentional resources to those hazards. The 
remaining 33% of failed struck-by identifications were 
hazards completely missed by workers who did not 
properly distribute their visual attention to struck-by 
hazards. These results clearly illustrate that workers 
missed identifying hazards due to various cognitive 
failures and raise the necessity of various training 
approaches that rely on targeted problems. 

 
Figure 2. Average cause-specific rate of hazard 
identification failures 

Figure 3 depicts a scenario that was selected for 
further investigations. In this scenario, two scissor lifts 
provide work platforms for workers installing wall panels 
and an HVAC system. In addition to the operators being 
at fall risk while working at height (Figure 3, d and e), 
workers on the ground were also at risk due to struck-by 
hazards from the elevated work platforms; workers on the 
ground would need to be aware of their surroundings and 
avoid working in close proximity to the lift or passing 
underneath it when it is raised (marked area, Figure 3, c 
and f) because they might get injured or killed by objects 
falling from the lifts or may be struck by the lift itself. At 
one point during the video, a worker entered the work 
zone (see AOI a in Figure 3) and passed underneath 
(marked areas) without checking the status of the lifts’ 
position and without attending to the workers operating 
the lifts to avoid any potential struck-by hazards. In this 
scenario, there were also few workers performing a 
welding task without fire protection (Figure 3, b). Due to 
the spatial arrangement of the camera, fixations on this 
fire hazard (AOI b) overlapped with AOI a for a short 
period, a point we discuss below. 

The subjective, self-reported hazard identification 
results show that 87% of participants (26 out of 30) failed 
to identify the dynamic hazard (Figure 3, AOI a). In these 
cases, the research team investigated how the subject’s 
spatial attention was distributed over the scene—a factor 
in situational awareness theory [17]—to explore which  
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of three causal factors accounted for the failed 
identification (i.e., inappropriate attentional distribution, 
inattentional blindness, and lack of safety knowledge/low 
perceived risk). Figure 4 shows the cumulated attentional 
allocation (the dots represent fixation points) for all 26 
participants who missed the hazard and grouped based on 
the cognitive challenges observed. Note: these coordinate 
data were extracted for the period where AOI a was 
activated.  

The results indicate that 52% of subjects (Figure 4a) 
did not appropriately allocate their attention across the 
scene to recognize hazards, and therefore they failed to 
identify hazards. Interestingly, only 2% of their spatial 
attentional resources were allocated to the dynamic AOI 
a, whereas most of their fixations were on other static 
hazards or environmental objects. Such inappropriately 
distributed attentional resources may be counteracted 
through training in situational awareness, and therefore 
represent a way the observed eye-tracking data could 
provide an opportunity for improved personalized 
training. 

Furthermore, the results show that 20% of subjects 
failed to identify the potential struck-by hazard (AOI a) 
due to inattentional blindness (Figure 4b). Overall, these 
participants allocated 32% of their attentional resources 
toward the area related to AOI a, where the worker 
passed underneath the two active lifts (Figure 4b), but the 
subjects failed to name this hazard, an indicator of 
inattentional blindness. Such blindness may manifest 
when the cumulative attentional distribution map 
demonstrates that although a subject pays close attention 
to an AOI—and even brings attention back to it several 
times—the subject never “sees” the risky behavior and 

does not report the hazard in the follow-up oral report. 
Alternatively, workers may not “see” what they are 
directly looking at because they are attending to 
something else within the same environment (e.g., 
welding without fire protection). In either case, 
inattentional blindness appears in the data when a subject 
fails to perceive a clearly visible stimulus (AOI a) located 
exactly where she/he is looking (fixating), and thereby 
represent an opportunity for automating personalized 
training. 

Lastly, 28% of workers failed to identify AOI a 
despite a relatively efficient visual search strategy 
compared to the other two groups. Specifically, these 
subjects distributed 60% of their spatial attentional 
resources within the target boundary (Figure 4c), but they 
still failed to identify the hazards involved in this space. 
Such results indicate that this group of subjects may need 
a different training approach to target their knowledge 
level or risk perception skills.  

These three cognitive-failure based causes for failed 
hazard identification represent opportunities for 
personalizing safety training based on workers’ true 
limitations. Figure 4 contrasts the differences in eye-
tracking data between the different groups’ behaviors, 
revealing an inroad for automating this personalization 
process to improve the safety levels at jobsite. In the next 
section, based on these findings, this study proposes the 
framework of personalized safety training. 

4.1 Personalized Safety Training Framework 
As illustrated in Figure 5, this study proposes an 

advanced personalized safety training framework  

 
Figure 3. A representative example of a 360° video construction scenario with associated AOIs ( Dynamic hazard: 
a, and Static hazard: b, c, d, e, f) 

271



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

consisting of three main stages: primary setup, 
assessment, and customized training. The proposed 
training adopts various advanced technologies (e.g., 360° 
panoramas, eye-tracking, wearable sensors, and artificial 
intelligence) to present realistic hazardous scenarios, 
assess workers’ visual search strategies, identify their 
risk-perception state, and classify individual’s true 
cognitive challenges necessitating improvement. Such a 
training platform could be designed in two versions: (1) 
desktop and (2) virtual reality delivered via VR headset 
to provide an immersive education experience.  

During the assessment step, workers will be 
immersed with 360° video and images and be asked to 

scan the scene while their neuro-psychophysiological 
responses are being continuously collected to obtain 
information regarding the worker’s attentional 
distribution, risk perception, and decision dynamics. 
Then, the workers will be presented with a quiz to assess 
their hazard identification performance. Like eye-
tracking data directly links to workers’ visual attention, 
physiological responses data (e.g., EDA, EEG, fNIRS) 
are highly connected to risk perception. Thus, by 
synchronizing their hazard identification performance 
with multiple data aggregated from the above-mentioned 
sensors, an automatic classification model will determine 
which training regimens the workers need to receive. For  

 

 

(a) Inappropriate attentional distribution 

 

 

(b) Inattentional blindness 

 

 

(c) Lack of safety knowledge or low perceived risk 

Figure 4. Cumulative attentional distribution for each discussed cognitive limitations A: Percent of workers who 
failed to identify hazard a due to associated causal reason, and B: Spatial attention proportion distributed to the 
related hazard “a” over total fixation counts across the scene 
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example, the group with poor visual search abilities 
(those who present visual search strategies similar to 
Figure 4a) would be assigned training in which they 
would learn more about how to effectively scan the scene 
and allocate their limited attentional resources to 
hazardous areas. Another example is at-risk workers who 
need to receive more training regarding specific hazards 
they have missed. In that case, additional, user-friendly 
components (e.g., AOI info panels) would be embedded 
in the platform to highlight the overlooked hazards and 
provide auditory and visual information for workers 
regarding the description of the hazard, its consequences, 
and how the hazard could be prevented. Our research 
team is developing such a training program, and the 
results of this proposed framework are forthcoming. 

5 Discussion 
 Construction environments are complex, dynamic, 

and rich in detail, whereas human perceptual and 
cognitive resources are limited. Therefore, workers may 
fall prey to various failures of awareness, leading to 
injury. The findings of this study indicate that this failure 
of hazard identification is caused by different cognitive 
limitations, each of which essentially requires divergent 
training strategies. While the importance of tailoring 
training to an individual’s cognitive limitations is pivotal, 
no studies to date have empirically explored these 
cognitive challenges to propose personalized safety 
training.  

In this study, the research team investigated workers’ 
cognitive failures based on subjective hazard 
identification performance and objective physiological 
data, which we combine to propose a personalized 
training framework. Due to the demanding and dynamic 
nature of jobsites, some workers may not be able to 
remain situationally aware of their surroundings to 
identify hazards. These workers may have low modal 
hazard anticipation skills to predict whether and/or how 
a specific hazard might materialize at a particular time in 
the near future—as particularly evidenced in the 
discussed case of subjects missing a worker passing 
underneath two raised lifts. These subjects—all 
experienced construction workers—primarily need to be 
trained to improve their visual search strategy, distribute 
their visual attention properly across the surrounding 
environment, and make the best use of their limited 
attentional resources to identify hazards.  

The improvement of visual search strategies is crucial 
in various industries (e.g., military, driving, and 
lifeguarding), and several training approaches have been 
utilized [16,18]. For example, a driving-related study 
suggests training regimens that show an expert’s visual 
search pattern, including more consistent and systematic 
scan paths [18]. In addition, the marines have 
recommended providing expert feedback about an 
individual’s search path to provide another effective 
training method [19]. Such training systems, if combined 
with this study’s approach to diagnosing cognitive 
limitations, would feasibly provide excellent inroads to 
improved construction safety. 

 
Figure 5. Proposed personalized training framework 
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Although the inattentional blindness concept is now 
well-established in cognitive psychology and can be 
prevented through education and training, it has rarely 
been discussed in the construction safety setting. Studies 
addressing inattentional blindness [6] showed that 
workers may allocate their attentional resources to some 
areas within the scene without perceiving the scene, a 
factor that may put these workers at a very high risk of 
being involved in an accident. This phenomenon has its 
roots in a selective looking paradigm presented by 
Neisser (2019) [20] and may also have roots in a 
tendency among individuals in high-risk environments to 
miss a second target after detecting the first target, a 
factor known as subsequent search misses [21]. Previous 
literature also indicated that certified training and 
frequent exposure to accidents showed positive impacts 
on reducing inattentional blindness [6]. Therefore, 
although inattentional blindness is a natural human 
cognitive limitation, an educational training method that 
allows workers to recognize their cognitive limitations 
and try to control them must be developed.  

In our proposed training, workers will be shown the 
hazards they have missed despite looking at them, which 
will provide a first step toward enhancing these workers’ 
awareness about this phenomenon. Then, they will 
receive training on how to allocate their attention 
throughout the scene, remain mindful, and avoid 
premature search termination.  

Lastly, our results show workers may have 
appropriately distributed their visual attention when the 
dynamic hazard was activated, but they did not perceive 
the situation as a risky condition due to their limited 
safety knowledge or inordinately higher risk tolerance. 
Therefore, this group may require more safety 
knowledge-based training to understand why the 
condition is considered hazardous as well as the 
condition’s risk level and consequences.  

While our findings provide a unique perspective on 
workers’ cognitive limitations and require personalized 
interventions, several limitations need to be noted. Due 
to the page and space limit, the current paper classified 
the different cognitive limitations by only analyzing eye-
tracking data and hazard identification results. Therefore, 
future research needs to explore other 
psychophysiological responses (HR, EDA, and brain 
activity) to have better classification results. Second, 
future studies may conduct a pre-post experiment to 
examine the effectiveness of proposed personalized 
training. 

6 Conclusion 
Construction jobsites are complex and dynamic 

environments requiring constant attention, so the ability 
to recognize static, dynamic and emerging hazards in a 

surrounding environment is highly associated with 
worker safety. The results of this study suggest workers’ 
hazard identification failures were predominantly 
affected by workers’ various cognitive limitations (e.g., 
attentional failure, inattentional blindness)—a factor 
discernable in the subjects’ empirically identified eye-
movement behaviors. Aligned with this finding, the study 
proposes a framework for advanced personalized training. 
Such recommended training will adopt multiple sensing 
and visualization technologies to automate the 
individualized assessment of workers’ true cognitive 
limitations and thereby select optimal training methods. 
The results of this paper are expected to motivate more 
efforts into creating a highly effective personalized 
training platform and ultimately improve workers’ 
hazard recognition abilities, thereby decreasing the 
number of injuries and fatalities in construction. 
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Abstract – 

Construction professionals need to understand 
collaboration within the context of jobsites. 
Consequently, many construction programs utilize 
learning activities to enable student learning of 
collaboration. One of those key learning activities 
used by construction programs is site visits. Although 
site visits are greatly beneficial for students, these 
present several challenges to be completed. This study 
centers on developing and testing a multiuser online 
system to support student learning of collaboration 
within the context of site visits. A case study virtual 
site visit was completed with 14 student dyads to 
understand collaboration in terms of teamwork 
perception, spatial visualization, and knowledge 
retention. It was found students perceived iVisit-
Collaborate as a medium that supported effective 
teamwork with scores greater than five on a 7-point 
Likert scale. Furthermore, it was noticed the average 
student score 42% in spatial visualization and 64% in 
knowledge retention. However, it was observed that 
spatial visualization was not correlated to knowledge 
retention. 

 
Keywords – 

Site Visits; Collaboration; 360-degree Panoramas; 
Virtual Reality; Construction Education 

1 Introduction 
Construction professionals are required to collaborate 

with diverse stakeholders to complete any project [1]. 
Typically, construction educational programs utilize 
classroom exercises to enable students to practice 
collaboration [e.g., 2,3]. Although classroom exercises 
have been shown to be effective for teaching 
collaboration in-class, there are existing limitations 
linked to the lack of exposure to the spatiotemporal 
contexts where construction operations occur [4,5,6]. 
Learners require the use of spatial, temporal, or social 
contextual information (e.g., a certain space, changes 
with time, and interactions with peers) associated with a 

specific site to learn collaboration in the context of the 
construction disciplines. Consequently, site visits are a 
common method used within construction curricula to 
offer opportunities for learning collaboration within the 
context of construction jobsites [7]. However, site visits 
have severe limitations to be completed within the 
traditional construction curricula. Standardized curricula, 
limited financial resources, and strict class schedules 
introduce challenges for an educational organization, 
program managers, and instructors to integrate this type 
of learning methodologies [5] These challenges that exist 
in face-to-face classroom instruction become intensified 
when remote online learning delivery methods. Learners 
that are geographically dispersed pose blockades for 
learning collaboration – impossible to reach locations 
disconnect the student from the context and cause 
reductions in satisfaction, motivation, and overall 
learning [8]. Remote learning challenges have become 
prevalent during the COVID-19, where students were not 
allowed to perform face-to-face activities for safety 
reasons. These deficiencies in online learning result in 
student difficulties to learn collaboration common in 
today’s construction professional workforce. 

To address the issues associated with real-world site 
visits and remote instruction, virtual environments have 
been employed to create educational spaces for learning 
collaboration. Virtual environments are defined as the 3D 
rendered representation of construction jobsites that 
enables students to explore the virtual locations and 
control digital objects [9]. As part of these simulated 
construction sites, often construction professionals are 
represented as virtual humans (embodied depictions of 
experts that contain digital knowledge) [10]. These 
digital environments that contain expert virtual humans 
have been utilized in educational construction 
applications such as work coordination [11], building 
design [12], safety awareness [13], and scheduling and 
planning [14]. Within these educational applications, 
researchers have found that virtual environments offer 
opportunities for students to learn collaboration similarly 
to real-world settings. Virtual environments that utilize 
virtual humans create efficient communications channels 
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between students [14], enhance student feeling of 
presence [15], and student knowledge exchange [16]. 
However, effective collaboration within these digital 
settings is constrained by the realism offered to portray 
construction jobsites. Researchers point to the lack of 
realism as a major limitation for current virtual 
environments, as students experience a reduced feeling 
of being present at the construction site [16,17]. Existing 
3D modeled digital environments require high 
computational power and large time commitments to 
create close-to-reality simulations of the construction site 
[18]. Furthermore, it has been found that students that 
learn in unrealistic simulations do not perform with the 
same proficiency as they do in the real world [19]. An 
increasingly utilized reality-capturing technique to 
address the realism constraints of virtual environments is 
360-degree panoramas. These easy-to-capture 
illustrations of reality offer an unobstructed view of a 
location with a high sense of “being at the present” 
produced by the high sense of realism [20]. 

This study aims to address the current limitations for 
virtual environments by creating a multiuser virtual site 
visit system – iVisit-Collaborate – using highly realistic 
360-degree panoramas and interactive virtual humans. 
iVisit-Collaborate offers opportunities for instructors to 
perform virtual site visits to enable students’ learning of 
collaboration within the spatiotemporal contexts of 
construction jobsites while removing the inherent 
challenges in these types of location-dependent 
interventions. A case study virtual site visit was 
completed by student’ dyads using iVisit-Collaborate 
within a developed online learning system. Student 
teamwork perceptions, spatial visualization, and 
knowledge retention were collected and analyzed to 
understand how iVisit-Collaborate supported the 
learning of collaboration within online site visits. The 
contribution of this study centers on better understanding 
how multiuser systems can be used to learn 
contextualized collaboration within the educational 
constraints of classroom instruction. 

2 Background 
Researchers have leveraged the realism embedded 

into 360-degree panoramas to represent real-world 
jobsites across multiple educational applications. For 
example, Gheisari et al. [21] employed 360-degree 
panorama technologies to demonstrate free-body-
diagrams of structural elements within building 
structures. Students using the 360-degree panoramas 
could understand the building structure without having to 
visit the construction jobsite. In another study, Eiris et al. 
[22] developed a system for students to learn hazard 
identification using 360-degree panoramas. Within this 
system, students used augmented 360-degree images 

with text, signifiers (e.g., arrows, circles, lines), and 
audio to learn safety contents. In a follow-up study, Eiris 
et al. [23] found that the hazard identification index for 
trainees that learned about multiple fall hazards (e.g., 
unprotected edges, floor openings, ladders) was 52% 
using the system. More recently, 360-degree panoramas 
have been used to offer virtual site visits to students. Eiris 
et al. [24] created a platform to offer students replicable, 
interactive site visit experiences guided by a virtual 
human. The platform was further developed to enable 
problem-solving opportunities within the context of the 
construction jobsite for students in-class [24]. The 
researchers found that using 360-degree panoramas for 
site visits significantly increased the student 
development of problem-solving skills by allowing direct 
observation of the spatiotemporal context of the jobsite. 
In another recent study, Eiris et al. [25] evaluated a 
multiuser 360-degree panorama-based environment to 
understand collaborative problem-solving behaviors in 
students. It was found that collaborative and problem-
solving behavior occur sequentially and that discussion 
engagement was critical for collaboration. Although 
some studies have explored the use of 360-degree 
panoramas as a tool to offer realistic site visits for 
problem-solving and collaboration [e.g., 7, 24, 25], many 
aspects of collaboration within these digital experiences 
remain largely unexplored. 

3 Research Goals and Point of Departure 
The goal of this study is to understand how iVisit-

Collaborate supported the learning of student 
collaboration. This study builds on the system 
development and the outcomes of prior studies [7,24,25] 
that have explored virtual site visits for student learning 
of problem-solving and collaboration. The point of 
departure of this study is to study how students perceived 
their teamwork performance while using such systems. 
Moreover, the relationship between student knowledge 
retention and spatial visualization during collaborative 
activities was also explored. The following subsections 
of this study describe the development of iVisit-
Collaborate, a case study where the system was tested, 
and the results as the outcome of the student collaborative 
learning activities. 

4 iVisit-Collaborate System Development 
The iVisit-Collaborate system was developed using 

the Unity® game engine and the Photon® networking 
engine. These game engine software support the creation 
of multiuser site visits for students to collaborate online. 
Although the Unity® game engine supports multiple 
platforms for implementing software (e.g., head-
mounted displays, mobile devices, desktop computers), 
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this study selected desktop-based computers to enable 
access to students to the systems during the COVID-19 
pandemic. Figure 1 shows the three main components 
included in iVisit-Collaborate. The following 
subsections contain a description of those components. 

 

 
Figure 1. iVisit-Collaborate Platform Components 

1. Spatiotemporal Contexts: Construction 
spatiotemporal contexts were used to demonstrate 
ideas and concepts to students in the virtual 
environment. The creation process of these 
spatiotemporal contexts required the use of 360-
degree panoramas. The 360-degree panoramas were 
captured from real-world construction sites using 
commercially available 360-degree cameras (e.g., 
Insta 360 One X2, Ricoh Theta V) and their 
associated software. Using these 360-degree 
panoramas from real-world construction sites as 
background, text, objects, sounds, or signifiers were 
used as augmentations to clearly demonstrate 
information to students within the Unity® game 
engine. 

2. Virtual Humans: Virtual humans were used to 
provide students an expert guide within the 
augmented 360-degree panorama spatiotemporal 
contexts through the use of audio narrative 
descriptions. There were three major components of 
the virtual human: a 3D digital representation, 
animations, audio voicings. The 3D digital 
representation was created using software such as 
Adobe’s Fuse CC® or Unreal’s Metahuman 
Creator. These software packages allowed to create 
a geometrical representation that embodied real 
humans in the digital space and animations to match 
the human reaction to speech or communication 
(e.g., facial expressions, body movements). Voice 
recordings were created using IBM Watson®'s text-
to-speech tools for the audio voicings. This process 
produced audio files that contained the narrations 
required from the expert construction professionals. 
These three components were combined into the 
Unity® game engine to make a cohesive 
representation of humans as a construction 
professional tour leader within the virtual site visit. 
 

3. Online Multiuser Interaction Affordances: 
Interaction affordances were developed for the 
iVisit-Collaborate desktop-based online application. 
Within the online multiuser platform, students 
interacted using a keyboard-and-mouse interface 
with each other, the spatiotemporal contexts, and 
the virtual humans. Color-coded laser pointers 
affordances were used for student communication, 
enabling each student to point at locations, objects, 
or augmentations within the 360-degree images. In 
addition to the pointers, two interactable objects 
were offered to the students – hotspots and 
clipboards. Hotspots served as a hub for activating 
augmentations and directing the attention of the 
students. Upon clicking a hotspot, the virtual human 
walked towards it and provided descriptions that 
matched the augmentations superimposed to the 
360-degree panoramas. Clipboards served as a 
support affordance for student information 
management, keeping track of the learning 
objectives for the specific location, showing a 
transcript of the audios narrated by the virtual 
human, and displaying a map of the site with the 
locations of the 360-degree panoramas. 

5 Case Study – Masonry and Wood 
Multiuser Construction Virtual Site 
Visits 

To evaluate how the created iVisit-Collaborate 
system supported the learning of student collaboration, a 
case study was created for a Construction Techniques 
(BCN3224) class at the University of Florida. This class 
teaches students the principles of construction methods 
and techniques. The focus of this class is the basic 
understanding of vertical construction processes that 
includes topics such as masonry construction, wooden 
platform frame construction, cast-in-place and pre-cast 
concrete construction, and steel erection. Site visits to 
active jobsites are often used within this class to deliver 
active hands-on activities, facilitating the learning of 
spatiotemporal-dependent topics. The visits for the class 
are planned on a semester-by-semester basis, depending 
on location availability. However, due to the COVID-19 
pandemic, these site visits were canceled. iVisit-
Collaborate enabled the delivery of these site visits using 
an online multiuser format. 

From the topics covered in this class, two site visits 
were selected by balancing topic simplicity, ease of 
visualization, and recommendations from the class 
instructor. The two topics selected were masonry and 
wood construction. For the masonry site visit, a masonry 
fire station construction site was used (Figure 2-a). 
Within this masonry site visit, students obtained an 
understanding of what are clay and concrete masonry 
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units and the techniques required to build and reinforce 
masonry walls. The virtual human within the masonry 
site visit offered expert knowledge regarding the 
construction materials (e.g., nominal/actual sizing, grout 
composition) and the means and methods of construction 
(e.g., joint reinforcement, expansion joints). For the 
wood site visit, a commercial multifamily residential 
platform frame building was used. Within this wood site 
visit, students observed the materials installed on-site 
(e.g., lumber, plywood, OBS panels) and the techniques 
to construct the platform frame structure. Similarly, the 
virtual human served as an expert construction 
professional that described the process of building floors, 
walls, and roofs structures within the site. 

 

 
(a) Masonry Construction Site 

 
(b) Wood Construction Site 

Figure 2. Case Study Construction Virtual Site Visits 
 

Data collection: This study was conducted remotely, 
using a set of online Zoom® videoconference meetings 
throughout three weeks (under IRB201903043). Students 
completed the virtual site visits in pairs or dyads. Upon 
completing the iVisit-Collaborate platform experience, 
the students individually completed a set of four surveys 
using Qualtrics®. The following paragraphs provide the 
details for each of these surveys. 

Demographics: This metric aims to understand the 
student background information, including age, sex, 
years in the construction program, experience in 
construction, and familiarity with virtual reality, 360-
degree panoramas, construction materials, and 
construction techniques. A 7-question survey was used to 
collect this metric. 

Teamwork Experience: This metric aims to 
understand the students’ perspective regarding team 
effectiveness during the iVisit-Collaborate virtual site 

visit. A 40-question survey was used to collect this metric. 
The survey was adapted from the “Team Learning 
Beliefs and Behaviors” validated survey, developed by 
Van de Bossche et al. [26] to understand team learning 
for successful collaborations. This survey contains 28-
question items to explore the social process of knowledge 
building within the iVisit-Collaborate. The Likert-scale 
questions use 7-points granularity (1-Strongly Disagree 
to 7-Strongly Agree) to evaluate the students’ level of 
agreement with statements that relate collaborative 
learning, individual beliefs, and interpersonal contexts as 
part of the fundamental knowledge building process for 
effective teamwork.  

Spatial Visualization: This metric aims to measure 
the student’s ability to visualize objects from different 
perspectives in three-dimensional space using their 
imagination [27]. Within the context of iVisit-
Collaborate, this metric measures the ability of students 
to envision objects on the 360-degree panorama virtual 
environments. For this study, Vandenberg & Kuse's [28] 
Mental Rotation Test was used. The Mental Rotation 
Test requires students to select the two correct rotations 
of a depicted object from four possible responses. 
Positive credits are assigned to correct answers, and 
negative credits are assigned to incorrect answers, 
reducing the guessing effect from the participants. A total 
of twenty mental rotations were done by the students. As 
a result of this metric, a spatial visualization score was 
obtained that represented the ability of students to 
perform mental rotations. The mental rotation score was 
computed individually for each student, ranging from 
100% (no errors and all twenty rotations done correctly) 
to 0% (all twenty rotations done incorrectly or multiple 
incorrect rotation done that reduced the score to zero). 

Knowledge Retention: This metric aims to measure 
the student’s obtained knowledge from the iVisit-
Collaborate virtual site visit. A 10-question test was used 
to collect this metric. The test mimics the type and scope 
of the questions contained in a typical class quiz for 
“BCN3224 – Construction Techniques”. Previous 
quizzes utilized in this class were reviewed and adapted 
to develop this data collection tool. The scope of test 
contents was adjusted to match the information delivered 
through the iVisit-Collaborate site visit. From the ten 
questions contained in the knowledge retention test, five 
related to the masonry module and five related to the 
wood module. For each topic, one concept recall question, 
fill-in-the-blank question, one multiple section question, 
and two open-ended questions were completed by the 
students. The questions were graded, and partial 
fractional credits were awarded for the fill-in-the-blank 
and open-ended questions when when partially correct 
answers were provided by the students. As a result of this 
metric, a total knowledge retention score across the 
masonry and wood was obtained for each individual 

279



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

student. The knowledge retention score ranged from 100% 
all ten question correctly responded) to 0% (zero 
questions correctly responded). 

5.1 Results and Discussion 
In this study, a total of 14 dyads of students completed 

the iVisit-Collaborate virtual site visits. Students had an 
average age of 21 years (standard deviation: 0.7), with a 
high percentage of being male (82%). Over 50% of the 
students had low or no experience in the construction 
industry.  Overall, a large proportion of students had no 
to low experience with virtual reality (no experience: 7%; 
low experience: 50%) and 360-degree panoramas (no 
experience: 4%; low experience: 60%). Contrary, most 
students reported having medium to high experience with 
construction materials (medium experience: 29%; high 
experience: 50%) and construction techniques (medium 
experience: 33%; high experience: 46%). 

5.1.1 Teamwork Perceptions 

The teamwork survey was analysed to understand 
how students perceived team effectiveness during the 
iVisit-Collaborate virtual site visit. The scores obtained 
for each dimension of this survey are illustrated in Table 
1. It can be observed that all scores were very positive, 
with overall medians around six (Agree in the Liker-scale 
response). In the teamwork survey, task cohesion 
statements were negative, which the students responded 
with consistently low scores. These overall patterns 
indicate that the students were pleased with their 
teamwork performance within the iVisit-Collaborate 
platform. Some students supported these scores in the 
open-ended questions by stating comments such as 
“iVisit-Collaborate was overall a good learning tool and 

I enjoyed using it” and “Communication was great. No 

one had any problems and we worked well as a team 

together”. 
 

Figure 1. Teamwork Student Perceptions 
 

Collaboration Variable Mean SD 
Interdependence 5.8 0.47 
Social Cohesion  6.1 0.68 
Task Cohesion 2.0 0.65 

Psychological Safety 5.6 0.54 
Group Potency 5.8 0.53 
Construction 6.0 0.45 

Co-Construction 6.0 0.41 
Constructive Conflict  5.6 0.79 

Shared Cognition 6.0 0.62 
Team Effectiveness 6.2 0.55 

 

5.1.2 Spatial Visualization and Knowledge 
Retention 

The spatial visualization and knowledge retention 

metrics were analysed to investigate student performance 
during the iVisit-Collaborate virtual site visit. Table 2 
illustrates the descriptive statistics for these tests. Spatial 
visualization scores indicate the student ability for 
performing a mental rotation, which has been associated 
to a better understanding of serial operations in three-
dimensional spaces. It was found that students had an 
average spatial visualization score of 41.8% (Standard 
Deviation = 59.3%). These results indicate that student 
scores had large variances how they would be able to 
understand the three-dimensional space of iVisit, 
potentially causing differences in the student dyads’ 
understanding of the contents during the site visit. 
Furthermore, the knowledge retention score averaged 
63.5% (SD = 13.4%). Knowledge retention scores 
describe student recall of concepts from the exposure to 
the site conditions using the iVisit platform. These 
obtained results indicat that students answered correctly 
over half of the ten test questions for masonry and wood 
after experiencing the site visits. Furthermore, a 
correlation analysis using a Spearman Rank Correlation 
Coefficient as described by Spearman [29] was 
performed between spatial visualization score and 
knowledge retention score. However, no significant 
correlation was found between spatial visualization and 
knowledge relation scores. The lack of correlation found 
suggests that ability to visually understand the three-
dimensional space is independent from the knowledge 
that can be recalled from from the collaborative virtual 
site visits.  

 

Table 2. Spatial Visualization and Knowledge Retention 
Scores 

 

Variable Mean SD 
Spatial Visualization Score 41.8% 59.3% 
Knowledge Retention Score 63.5% 13.4% 

6 Conclusion, Limitations, and Future 
Research 

This study aimed to understand the use of virtual site 
visits such as iVisit-Collaborate to support the learning 
of student collaboration. A multiuser online system was 
developed and a set of virtual site visits were created 
(masonry construction and wood construction) to test the 
system. A total of 14 student dyads participated in the 
virtual site visit, where data was collected in terms of 
teamwork perception, spatial visualization, and 
knowledge retention. It was found students perceived 
iVisit-Collaborate as a medium that supports effective 
teamwork for virtual site visits, as all scores provided 
were greater than five on a 7-point Likert scale. 
Furthermore, it was found that spatial visualization 
scores greatly varied across the students and that the 
average student scored 63% in knowledge retention. 
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However, it was found that spatial visualization was not 
correlated to knowledge retention. 

This study had three major limitations, the sample 
size, the limited topics covered in the system, and the 
remote nature of the data collection. Only 14 student 
dyads were collected, which limits the generalizability of 
the results shown in this study. Additionally, only 
masonry and wood construction sites were virtually 
visited in this study. Other types of construction (e.g., 
cast-in-place concrete, steel) might produce different 
results from the ones reported here. Moreover, the 
relationship between the level of realism and the 
variables explored in this study (teamwork attitudes, 
spatial visualization, knowledge retention) should be 
further investigated. Finally, data collection was 
conducted online, which limited the experimental control 
that the research team had on the students during the 
virtual site visit. Potential distractions during the remote 
sessions might have increased the variance in the results 
reported. Future studies should increase the sample size 
and cover a broader range of topics to better understand 
the usage of iVisit-Collaborate. Furthermore, an 
experimental setting with a control or baseline condition 
should be completed to understand how iVisit-
Collaborate compares to traditional interventions. 
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Abstract – 

The digital transformation of the construction 
industry is accelerating with the advances in 
information technology (IT) and operational 
technology (OT) and their convergence. While the 
benefits of such transformation in construction are 
apparent, cybersecurity aspects are usually 
overlooked. Cyber-attacks against project 
information can cause the exposure of confidential 
project data, intellectual property, and personal 
information and interruption of project tasks. On the 
other hand, cybersecurity incidents affecting the OT 
utilized in the project can lead to misinformation, 
harm people nearby, or even cause loss of life.  

Given the criticality of providing robust 
cybersecurity in construction projects, this study aims 
to (1) point out the cybersecurity considerations to be 
taken into account before utilizing autonomous 
equipment on-site, (2) raise awareness about 
cybersecurity in construction, and (3) present an 
example of using vulnerability assessment systems in 
construction projects. This paper utilizes the 
Common Vulnerability Scoring System (CVSS) to 
assess the vulnerabilities and risks of different levels 
of an autonomous site monitoring system. Four 
assessors with different backgrounds in cybersecurity 
and robotic systems performed the assessment. The 
results revealed the most vulnerable levels of the 
assessed robotic system, which can be considered as a 
warning. The assessment suggested in this study can 
help construction decision-makers identify the levels 
they need to pay extra attention to before employing 
a cyber-physical system (CPS) on-site. Utilizing CVSS 
to conduct a vulnerability assessment for CPSs during 
the construction phase has not been proposed by any 
previous study, making this paper novel.  
 
Keywords – Construction 4.0; Cybersecurity; Cyber-
Physical Systems; Vulnerability Assessment; 
Construction Robots 

1 Introduction 
Automation emerges in various forms (e.g., process 

automation, information technology (IT) automation) 
and disrupts many industries, including construction. 
Automation is defined as the use of technology to 
minimize human input [1]. It is a considerable part of the 
digital transformation in the construction industry, also 
referred to as Construction 4.0 [2]. The automation in 
construction affects both IT and operational technology 
(OT)-related processes. As an example of the IT-related 
ones, generative design using visual programming tools 
(e.g., Dynamo) automates design optimization and helps 
reach the desired design outcomes much faster than 
conventional methods. OT-related automation utilizes 
cyber-physical systems (CPSs) such as robotic systems 
and can be seen in construction and operation and 
maintenance (O&M) phases. For example, repetitive 
construction tasks such as excavation and digging can be 
automated using autonomous construction equipment. 
Some construction machinery manufacturers such as 
Caterpillar and Komatsu and start-ups such as Built 
Robotics have been developing such equipment. Another 
example is autonomous data acquisition systems for 
progress monitoring on construction sites proposed by 
several studies such as [3] and [4]. The common purpose 
of all given automation examples is to improve efficiency, 
accuracy, quality of work, and the safety and well-being 
of workers by minimizing human involvement. 

While the benefits of automation in construction are 
apparent and well presented in previous studies, the 
concerns related to cybersecurity did not receive the same 
degree of attention from the industry and academia [5]. 
Potential cyberattacks against digital platforms and tools 
or CPSs utilized in construction projects can lead to the 
disclosure of sensitive information and cause physical 
damage to the surrounding environment, including 
humans and equipment [6]. The volume of sensitive 
information grows depending on the criticality of the 
building involved in a project. For example, in 2013, 
hackers gained access to the blueprints of the Australian 
Intelligence Service headquarters when it was still under 
construction [7]. It shows that design documents can also 
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become a target for hackers when the constructed 
building has a critical function. A famous example of the 
cyberattacks against CPSs is the Stuxnet attack that 
targeted the Natanz nuclear plant in Iran in 2010 and 
damaged nearly one-fifth of the centrifuges [8]. It can be 
considered a cyberattack that occurred during the O&M 
phase. 

Given the high impact of potential cyberattacks 
during different phases of construction projects, 
maintaining a robust cybersecurity level through the 
entire life-cycle of the project is crucial. Therefore, this 
study focuses on construction cybersecurity and proposes 
using an existing vulnerability assessment system (VAS) 
to evaluate the vulnerabilities of autonomous robotic 
systems used in construction projects. This evaluation 
targets identifying the most vulnerable levels of such 
systems so that greater attention can be paid to keeping 
them secure. Several VASs were analyzed to choose the 
most suitable one for this study. In order to demonstrate 
the implementation of the selected VAS, an autonomous 
site monitoring system (ASMS) was used. Different 
levels of the system were scored according to their 
vulnerabilities.  

2 Research Methodology 
The research methodology followed in this paper is 

divided into three main sections, described as follows. 
• Providing background information on 

cybersecurity: Sections 3 and 4 provide background 
information by presenting prominent studies on 
cybersecurity efforts in the construction industry and 
OT cybersecurity, since the scope of the paper and the 
assessment conducted as a part of the study are 
primarily related to these two topics.  

• Overview of the different VASs: An overview of the 
prominent VASs is provided in Section 5, starting from 
the first examples and including the most recent and 
widely used ones. This overview aims to give an 
understanding of the commonly used VASs and show 
their main characteristics. This overview helps decide 
the VAS to be utilized in the following section.   

• Vulnerability Assessment of an ASMS: The 
assessment shown in this study includes an ASMS that 
has a prototype at the S.M.A.R.T. Construction 
Research Group’s lab at NYUAD. A high-level 
overview of the system is provided in Section 6.1. For 
the assessment, CVSS was chosen. Its main 
characteristics are presented in Section 6.2 before 
demonstrating the proposed implementation. Finally, 
in Section 6.3, the proposed assessment is 
demonstrated. The assessment was conducted by four 
assessors with different backgrounds. The authors of 
this paper performed the assessor roles in this study for 
the sake of simplicity and demonstration purposes.  

3 Cybersecurity Efforts in the 
Construction Industry  

Even though cybersecurity does not stand as one of 
the popular topics in construction research, some studies 
have been conducted to point out the necessity of strong 
cybersecurity levels in projects considering different 
phases. One of the examples is the study by Zheng et al. 
[9]. Their study targeted to prevent BIM data leakage by 
proposing a context-aware access control for BIM 
systems instead of the conventional role-based ones. 
They provided examples of two different possible 
contexts that can be used for access control: location and 
time. Mantha et al. [10] developed a construction-
specific cybersecurity threat model for different phases 
of projects. They demonstrated the use of the proposed 
model at the commissioning phase. Possible intrusions 
into the data collection process by malicious actors and a 
countermeasure to prevent such actions were presented 
in their study. Alshammari et al. [11] investigated the 
cybersecurity aspects of digital twins, which are 
envisaged to be commonly used to monitor and simulate 
built environments in the near future. Grundy [12] 
discussed cybersecurity during the O&M phase by 
underlining the increasing utilization of interconnected 
sensors/devices in smart buildings. He suggested using 
generic cybersecurity frameworks published by 
internationally recognized institutions (e.g., ISO, 
National Institute of Standards and Technology (NIST)) 
to address the raised concerns that stem from such 
interconnectivity. Finally, Sonkor and García de Soto [5] 
focused on the automated and remote-controlled 
equipment starting to be a bigger part of construction 
processes. They reviewed the literature and accentuated 
the lack of studies on the cybersecurity aspects of such 
equipment utilized on construction sites.  

Some scholars suggested blockchain-based solutions 
to different cybersecurity problems in construction. For 
example, Turk and Klinc [13] did one of the first studies 
that analyzed the potentials of blockchain in the 
construction industry. They considered blockchain to 
provide a trustworthy environment for managing 
information exchange during different phases of projects. 
Pärn and Edwards [13] scrutinized the cyber threats 
affecting the built environment, mainly focusing on 
critical infrastructures (CIs). They proposed using 
blockchain technology to improve the confidentiality of 
sensitive information in BIM common data environments 
(CDEs). Lee et al. [14] stressed the diversity of 
stakeholders involved in construction projects and 
proposed an integrated framework consisting of 
blockchain and digital twin technologies for enhanced 
data traceability. Last but not least, Sonkor and García de 
Soto [15] proposed a data-sharing architecture that 
utilizes a decentralized storage approach and blockchain 
technology to improve cybersecurity in construction 
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networks. They suggested using blockchain to store the 
fingerprints of BIM files for validation purposes while 
storing the actual files in a decentralized manner over the 
construction network.  

Besides the academic studies, several reports 
published by private institutions indicated the increasing 
cyber threat surface in the construction sector. One of 
them is AECOM’s report [16] showing the results of a 
survey that involved 509 civil infrastructure 
professionals from Europe, North America, and Asia-
Pacific. Their survey aimed to understand the 
cybersecurity awareness and preparedness of the civil 
infrastructure sector. The report concluded that “To 
support economic growth and social prosperity, future-
proofing and protection against cyber and physical attack 
are essential”. Moreover, a recent study by NordLocker 
[17] showed that the construction industry had been the 
primary target of ransomware attacks in 2021. This 
concerning finding should be considered a wake-up call 
for the industry to start taking immediate actions. 

4 Cybersecurity of Operational 
Technology  

OT in construction is new and still not at a mature 
level—especially during the pre-occupational phases—
unlike in some other sectors that use industrial control 
systems (ICSs) and are ahead of construction in terms of 
digitalization. These sectors include but are not limited to 
water treatment, energy, oil & gas, electric power 
distribution, and manufacturing. Since most of these 
sectors are considered a part of CI, they have been the 
primary target of hackers [18] (e.g., patriot hackers, 
organized cybercriminals). The importance of 
availability in such environments further increases the 
outcomes of potential attacks [19].  

Large-scale OT attacks in history have repeatedly 
proven the criticality of robust cybersecurity. An 
example is a recent attack against the largest pipeline in 
the US, Colonial Pipeline, that caused the operations to 
stop for two weeks and led to severe outcomes such as 
fuel price increases and fuel shortages [20]. The 
operations could go back to normal only when the 
hackers received a $4.4 million ransom. Increasing 
attention of hackers to these sectors caused CI owners 
and operators to take additional cybersecurity measures 
and researchers to direct their efforts toward proposing 
preventive methods against possible attacks. 

Some examples from the extensive literature on this 
topic are [21]–[23], that proposed cyberattack and 
intrusion detection systems for ICSs. These detection 
systems aim to gain the cybersecurity teams of the 
attacked entities valuable time before any unrecoverable 
damages occur. In 2015, two cybersecurity researchers 
published a white paper showing that they could remotely 

control a passenger vehicle [24]. They gained access to 
the car’s entertainment system by exploiting the software 
vulnerabilities. After they gained access, they could 
remotely control different functionalities of the car, such 
as the dashboard, brake, steering, and air conditioner. 
Another research to prove the vulnerabilities of 
commonly used OT was conducted by Trend Micro 
Research [25]. They tested radio frequency (RF) remote 
controllers from 17 vendors installed on cranes in 
industrial environments. Their results showed that 
millions of cranes using these remote controllers are 
vulnerable to cyberattacks.  

5 Vulnerability Assessment Systems 
Cybersecurity researchers and white-hat hackers 

discover new vulnerabilities every day, and these 
vulnerabilities have different levels of impact when they 
are exploited. Since it is almost impossible for 
organizations to address every discovered vulnerability, 
it is crucial to know which ones to prioritize. Therefore, 
government and private institutions have developed 
various VASs to identify the severities of vulnerabilities 
over the years. The Escal Institute of Advanced 
Technologies (SANS) published one of the early 
vulnerability assessment documents in 2001 [26]. It 
provided insights into the necessity of vulnerability 
assessments and gave an overview of the recommended 
process for conducting one. In 2016, Bugcrowd (a 
crowdsourced security platform) released the 
Vulnerability Rating Taxonomy [27], which is simpler 
and less comprehensive than the widely used Common 
Vulnerability Scoring System (CVSS). It was developed 
to be used by the bug bounty community. Therefore, it 
mainly focuses on the vulnerabilities frequently seen by 
bug hunters. Microsoft Security Response Center 
(MSRC) developed the Microsoft Exploitability Index 
(MEI), which mainly aims to help Microsoft customers 
assess the exploitability potential of vulnerabilities [28]. 
MEI has four levels of exploitability: 0 – Exploitation 
Detected, 1 – Exploitation More Likely, 2 – Exploitation 
Less Likely, and 3 – Exploitation Unlikely. MSRC 
developed MEI as a separate vulnerability scoring system 
that is independent from the CVSS. However, MSRC 
also contributes to the improvement efforts of CVSS [28].  

The mentioned VASs have particular use-cases and 
scopes. On the other hand, CVSS released by the Forum 
of Incident Response and Security Teams (FIRST) has 
been commonly used by internationally recognized 
cybersecurity organizations, such as NIST, for a wide 
range of software vulnerabilities. CVSS is an open 
framework developed to assess the severities of 
discovered vulnerabilities [29]. It has been used by the 
National Vulnerability Database (NVD), one of the most 
extensive vulnerability databases available on the 
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internet. There are three groups of metrics provided by 
CVSS: base metric group, temporal metric group, and 
environmental metric group [29]. Base metrics show the 
characteristics of a vulnerability that do not change in 
different environments and over time. Temporal metrics 
show the vulnerability characteristics that do not change 
in different environments but might change over time. 
Finally, environmental metrics reflect the characteristics 
of vulnerabilities that are specific to the end user’s 
environment. While scoring the base metrics is 
mandatory, temporal and environmental metrics are 
optional but recommended for higher precision.  

Besides the original purpose of CVSS, which is to 
describe the severity and characteristics of vulnerabilities, 
Mantha and García de Soto [30] used it to assess the 
cybersecurity vulnerabilities of different participants in 
construction projects, such as the public owner, local 
contractor, and construction worker. Their study 
provided an alternative use of CVSS, showed its 
usefulness in the construction industry, and inspired the 
implementation demonstrated in the following section.  

6 Vulnerability Assessment of an 
Autonomous Site Monitoring System 

Several OT uses on construction sites have attracted 
attention from construction equipment manufacturers 

and academics. One of them is utilizing ASMSs on-site 
to track construction progress with minimized human 
intervention. This section demonstrates the 
implementation of CVSS (version 3.1) to perform 
vulnerability assessments for different levels of an 
ASMS. CVSS was chosen due to its well-established 
assessment structure and suitability to be used for various 
cases besides software vulnerabilities, as proven in [30]. 
The following subsections provide an overview of the 
assessed ASMS and the assessment details.  

6.1 Overview of the Assessed Autonomous 
Site Monitoring System 

The different components and levels of the assessed 
ASMS are depicted in Figure 1. The structure of the 
communications and integrations within the robotic 
platform is divided into five different levels based on 
their level of abstraction. 

In Level 0 of the structure, the physical components 
of the robot responsible for acquiring data and interacting 
with the environment (i.e., sensors and actuators) can be 
found. They can be grouped into three major subgroups: 
the 3D scanner, all the sensors embedded on the robot 
(i.e., LiDARs, RGBD camera, encoders, and IMU), and 
the platform itself—housing all the different hardware 
such as sensors, computers, and locomotion means. 

 

 
Figure 1. Diagram showing the different levels and components of the ASMS 
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Level 1 involves the basic connections between the 
elements mentioned above and the computer embedded 
in the robot responsible for controlling everything. Most 
sensors are connected to the Robot Computer by a USB 
protocol. The platform is equipped with a Wi-Fi router to 
create a Master Network, where the Robot Computer is 
connected via Ethernet. The laser scanner is only 
reachable through Wi-Fi communication and is 
connected to the Robot Computer through a Wi-Fi dongle. 
To provide a Human-Machine Interaction (HMI) 
interface, a second External Computer can be connected 
to the Master Network. 

Level 2 consists of the Robot Operating System (ROS) 
[31] Network. The ROS Network can involve as many 
devices and computers as needed, as long as there is a 
device running the Master. In this case, the Robot 
Computer acts as a Master, and the External Computer 
connects to the ROS Network to interact with it. This 
interaction is bi-directional, allowing the robotic 
platform to attend to any command given by the External 
Computer, and the External Computer to visualize any 
data coming from the robotic platform. Within the ROS 
Network, multiple nodes are running, each managing all 
the different functionalities of the robot (e.g., the 
autonomous navigation, the localization, all the different 
sensors, control of the motors). The ROS nodes 
publish/receive information in the way of ROS Topics 
and can receive/give commands in ROS Services. 

Level 3 demonstrates the basic tasks fulfilled by the 
robotic system, which involves the autonomous control 
of the robot. By using the ROS Services and publishing 
into the ROS Topics, the platform can communicate with 
all the different sensors and actuators autonomously. 

Level 4 is the Human-Machine Interaction (HMI) 
layer. ROS provides multiple graphical user interfaces 
(GUIs) to interact and visualize the information of the 
robot, the most important one being the visualization 
software for the robot sensors, running in the External 
Computer to achieve autonomous mapping and 
localization using SLAM algorithms. This level 
overrides any command issued by Level 3. 

6.2 Overview of the Scoring System  
As mentioned earlier, CVSS has three groups of 

metrics (i.e., base, temporal, environmental), and the 
base metric group is mandatory to be scored. Therefore, 
to keep the scoring demonstrated in this study brief, only 
the base score will be calculated for different levels of the 
ASMS shown in Figure 1. Different metric categories 
within the base group, different metrics under each 
category, and possible metric values for each metric are 
shown in Table 1. Each possible metric value has a 
different numerical equivalent to be used in the formulas 
of the base score. Explanations of each metric, the 
corresponding numerical values, and the formulas to 

calculate the base score are presented in detail in the 
CVSS version 3.1 Specification Document [29].  

Table 1. Different metrics and possible metric values to 
calculate the CVSS base score  

Metric 
Category Metric Name Possible Metric 

Values 

Exploitability 

Attack Vector  [Network, Adjacent, 
Local, Physical] 

Attack 
Complexity 

[Low, High] 

Privileges 
Required  

[None, Low, High] 

User Interaction  [None, Required] 

Scope Scope [Unchanged, 
Changed] 

Impact 

Confidentiality [High, Low, None] 

Integrity [High, Low, None] 
Availability [High, Low, None] 

The exploitability category covers the characteristics 
of the component considered in the scoring process and 
the properties of a successful attack that can exploit this 
component. For example, the attack vector metric refers 
to the distance of a successful attacker that exploits the 
vulnerable component. As the possibility of remote 
exploitation increases, the number of possible attackers 
increases, thus the base score in this assessment. Since 
different levels of the robotic system are scored in this 
paper rather than software vulnerabilities, the possibility 
of exploiting the corresponding level was considered 
while making the assessment presented in the following 
subsection. For example, if the assessor thinks that the 
components in Level 0 (shown in Figure 1) can be 
exploited only with physical interaction, he/she should 
select the “Physical” option for the attack vector.  

The scope metric reflects whether a successful breach 
of a component can affect another component that is not 
in the same security authority. The security authority in 
this definition refers to a mechanism (e.g., an operating 
system) that controls access to specific components of a 
system. Therefore, if the same mechanism controls 
access to two different components, these two 
components are considered under the same security 
authority. Considering the ASMS in Figure 1, if the 
assessor thinks that a successful attack against Level 0 
can also affect another level, the “Changed” option 
should be selected.  

The impact category indicates the potential outcomes 
of a successful attack against the vulnerable components. 
The most likely outcomes of the potential attacks should 
be considered while scoring these metrics. For example, 
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if the breach of Level 4 is likely to cause a complete 
confidentiality loss, the “High” option should be selected 
for the confidentiality metric.  

6.3 Demonstration of the Assessment and 
Discussion 

For demonstration purposes, four assessors evaluated 
the different levels of the ASMS (in Figure 1) using 
CVSS. Descriptions of different levels of the ASMS and 
different metrics of CVSS were given to the assessors 
before they provided their input. The base scores for each 
level of the system were calculated using the inputs from 

each assessor and the formulas in [29]. As an example, 
Table 2 shows the input received from Assessor 1, 
numerical equivalents, and the calculated total base 
scores for each level. 

Input from the four assessors was considered and 
combined to determine the vulnerability of the different 
levels of the system. In order to account for the assessors’ 
knowledge of cybersecurity and the assessed system, 
different weights were applied (Table 3). Weighted 
averages for each level were calculated (as summarized 
in Table 4). The risk ratings (derived from CVSS [29]) 
reflect the exploitation risk for each level. 

 

Table 2. CVSS assessment from Assessor 1 and numerical equivalents 

Metric Category Metric Name Level 0 Level 1 Level 2 Level 3 Level 4 

Exploitability 

Attack Vector Physical / 
0.20 

Adjacent / 
0.62 

Local / 
0.55 

Adjacent / 
0.62 

Adjacent / 
0.62 

Attack Complexity Low / 
0.77 

High / 
0.44 

High / 
0.44 

Low / 
0.77 

Low / 
0.77 

Privileges Required Low / 
0.68 

Low / 
0.68 

Low / 
0.68 

Low / 
0.68 

Low / 
0.68 

User Interaction Required / 
0.62 

None / 
0.85 

None / 
0.85 

None / 
0.85 

Required / 
0.62 

Scope Scope Changed Changed Changed Changed Changed 

Impact 

Confidentiality None / 
0 

None / 
0 

High / 
0.56 

None / 
0 

High / 
0.56 

Integrity Low / 
0.22 

Low / 
0.22 

High / 
0.56 

Low / 
0.22 

High / 
0.56 

Availability Low / 
0.22 

Low / 
0.22 

High / 
0.56 

Low / 
0.22 

High / 
0.56 

Total Base Score  3.6 4.4 7.8 5.4 8.4 

 

Table 3. Different weights for the assessors according to 
the level of knowledge 

Knowledgeable 
in cybersecurity? 

Knowledgeable 
about the 

assessed robotic 
system? 

Weight 

Yes Yes 100% 
Yes No 80% 
No Yes 60% 

The weighted base score averages (Table 4) indicate 
a relatively higher exploitation risk and vulnerability 
against cyberattacks for Level 2 (CVSS score: 8.6, Risk 
rating: High). On the other hand, Level 0 (CVSS score: 
3.7, Risk rating: Low) can be considered as the lowest 
risk level of the assessed ASMS. In the context of this 
study, a higher risk implies a larger threat surface, a 
greater number of potential attackers, a higher probability 
of a successful attack, and a higher impact when a 
vulnerable component is exploited. The higher risk rating 

of Level 2 can be due to two main reasons. The first one 
is the high impact of a potential breach of Level 2, which 
involves the ROS Network. Since ROS can be used to 
give commands to the robot and request data, potential 
exploitations of the ROS Network can have severe 
impacts on the confidentiality, integrity, and availability 
of the data that can be accessed through the ROS nodes. 
A successful attack can affect the robot’s movement—
which can cause harm to the surrounding environment 
and people—, alter the data received from the robot—
which can negatively impact the decisions made using 
this data—, make the robot or data unavailable—which 
can disrupt the related tasks—, and expose some 
information that the attackers can use to plan their future 
attacks against the construction site. The second main 
reason for the high-risk rating is that the ROS Nodes and 
Services can be accessed without a need for credentials 
in the assessed ASMS. Even though the computers used 
for accessing the ROS Network require credentials, they 
are in Level 1 and thus not considered while scoring 
Level 2. Therefore, the privileges required and the attack 
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complexity to exploit Level 2 are low, making the risk 
high. Additional security features are employed in ROS 
2, such as encrypting the communication traffic and 
authentication [32]. However, the robotic system in this 
study uses ROS 1, which does not have the mentioned 
features. The main reasons for the low-risk rating of 
Level 0 include the physical interaction required to 
launch an attack against this level’s components. Not 

being able to perform an attack remotely significantly 
reduces the number of potential attackers for this level. 
Moreover, potential exploitations of the components in 
this level do not have a high impact since the data 
exchange and all the communication between the robot, 
operating system, sensors, and utilized software happens 
at the other levels. 

Table 4. Weighted averages of the CVSS scores from all assessors for each level 

 Level 0 Level 1 Level 2 Level 3 Level 4 

Total base score (weighted average) 3.7 6.6 8.6 7.5 6.5 

Risk rating Low Medium High High Medium 

 
7 Conclusions, Limitations, and Future 

Work  
Automation and digitalization are increasingly 

affecting the construction processes in different project 
phases. The complexity of maintaining robust 
cybersecurity is elevated due to the fragmented nature of 
construction projects, unstructured and unstable 
environments, and the variety of the utilized equipment 
in terms of purpose and security levels. CPSs, such as 
autonomous earthmovers and site monitoring equipment, 
are particularly open to cyberattacks since they are 
relatively new in the construction industry. Therefore, 
construction decision-makers should employ specific 
methods to assess the risk and vulnerability levels of the 
CPSs that they are planning to use in their projects. This 
study addresses this need by proposing CVSS to assess 
the vulnerabilities of different levels in an ASMS. Four 
assessors conducted the assessment, and the weighted 
averages according to their knowledge levels of 
cybersecurity and the assessed system were calculated 
for each level. The results provided the levels with the 
highest cybersecurity risks, which can be considered as a 
warning to pay additional attention, particularly to these 
levels.  

One of the limitations of the study is the number of 
assessors. The involvement of more assessors 
knowledgeable about cybersecurity and robotic systems 
can improve the accuracy and reliability of the results. 
Moreover, the components in the system were not scored 
individually, which can be considered another limitation. 
Instead, the scoring was performed level by level (i.e., for 
each level consisting of different components). Different 
characteristics of the components in some levels made it 
more challenging to make a representative assessment. 
For example, in Level 1, the attack complexity required 
to exploit the Wi-Fi dongle and the External Computer 
are inherently different due to their varying software and 
hardware characteristics. In Level 4, two different 

visualization software developed by different software 
companies were considered together, which also caused 
an inaccurate assessment due to these companies’ 
different cyber defense mechanisms. The authors are 
extending this study to address these limitations. The 
future assessment will include a larger pool of assessors 
and more detailed information about each component of 
the ASMS. It will be conducted by examining each 
component instead of each level. Suggestions to mitigate 
the potential cybersecurity risks related to the most 
vulnerable components will be provided. Moreover, the 
usefulness of the proposed assessment will be tested on 
other construction robotic applications.  
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Abstract – 
Fire management is a key aspect of building 

management. During a fire, the primary reason why 
evacuees cannot evacuate in time and causalities 
occur is their lack of familiarity with the evacuation 
route. In practice, two dimensional images or videos 
are used as aids for firefighting educational training. 
However, they can only display a partial view of an 
evacuation route (not a 360° panorama) and thus 
have limited effectiveness in helping evacuees to 
understand the evacuation route. We proposed a fire 
evacuation management model that combines 
building information modeling (BIM) and virtual 
reality (VR) to support fire evacuation. The model is 
divided into two modules, namely (1) the evacuation 
route, and (2) educational training modules. The 
evacuation route module is used to analyze the 
shortest evacuation route from a room (where 
evacuees are located) to an exit and to estimate the 
shortest evacuation time. To verify whether the 
simulated route generated by the VR fire 
management system is applicable to evacuations, we 
further calculated the allowable evacuation time with 
the empirical equation provided in the Building Fire 
Refuge Safety Verification Technique Manual. The 
VR-based educational training module helps evacuees 
to evacuate from a building by providing a first-
person perspective simulation. The immersive 
characteristic of a VR environment allows people to 
view an evacuation route from a 360° perspective, 
which deepened their impression of an environment. 
In this study, the proposed model was introduced and 
tested in a case study, which verified its ability to 
assist management units with fire management 
assessments and support fire evacuation training for 
users of buildings. 

Keywords – 
Fire evacuation; Building information 

modeling (BIM); Virtual reality (VR) 

1 Introduction 
In recent years, the frequency of fires in Taiwan has 

increased. According to the statistics released by the 
National Fire Agency, Ministry of the Interior, 17,319 
fires occurred from January to September, 2021, causing 
110 deaths and NT$252,881,000 in property damage [1]. 
Therefore, tragedies can be reduced by implementing 
disaster prevention measures. 

Studies on fire escapes have indicated that in fire 
education and training for the public, fire evacuation 
knowledge can only be conveyed through text, posters, 
or videos. However, to improve the efficiency of fire 
education as well as equipment maintenance and 
management, virtual reality (VR) technology can be 
incorporated to support evacuation training for the public, 
and building information modeling (BIM) can be 
employed in setting the parameters for firefighting 
equipment models and achieving the informatization of 
equipment maintenance and management.  

In the present study, we incorporated optimal 
evacuation route guidance into a VR system to 
effectively guide personnel who are unfamiliar with a 
building to avoid dangerous areas safely and easily and 
reduce accidents caused by prolonged evacuation time. 
We also used VR to simulate the emergency stress that 
personnel cannot experience when they are performing 
an evacuation drill in a safe environment to improve their 
emergency response to actual disasters and increase the 
effectiveness of such drills. 

2 Literature Review 

2.1 Incorporation of BIM into firefighting 
management 

Studies on disaster prevention management have 
mostly verified whether the structural design of a 
building is appropriate or whether an evacuation route is 
safe. Few studies have comprehensively evaluated 
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personnel safety by examining both indoor structures and 
evacuation routes. Therefore, Shih established a disaster 
prevention management model on the basis of BIM to 
implement disaster prevention measures before disasters 
occur, increase emergency response efficiency, and 
reduce casualty rates and property loss, thereby achieving 
the goals of disaster prevention management [2]. 

When building fires occur, information about 
dangerous factors is crucial for emergency responders, 
equipment management personnel, and rescue teams. 
Inadequate management limits the accuracy and speed of 
fire rescue operations. In addition, relying solely on the 
experience of emergency responders may have a negative 
effect on fire response operations. BIM can support 
disaster prevention by providing information on the 
locations of key elements and enabling effective 
decision-making. However, the integration of the life 
cycle information of buildings is a challenging task. In 
particular, information about building fires should be 
retrieved through BIM software because it mostly has 
spatial characteristics. Suhyun et al proposed the 
Building Fire Information Management System, which 
provides reliable fire-related information through 
computerized and systematic methods and BIM tools. 
This system enables emergency responders to intuitively 
identify the location of indoor facilities by referring to 
information that is presented in a three-dimensional 
format. Through scene-based application, the system was 
proven to accelerate access to relevant information [3]. 

2.2 VR evacuation simulation 
When a fire occurs in a building, the timely 

evacuation of residents from the building is the key to 
protecting the safety of residents and property. In a 
literature review, Chiu et al. examined the fire-related 
regulations in Taiwan, process through which fires occur, 
methods for calculating evacuation time, and fire 
simulation software that were commonly used. A fire 
simulation model was built using the Unity software, and 
variables (e.g., size and location of the rescue opening 
and number and age of victims) were adjusted to estimate 
the time required for evacuation under varying conditions. 
The final simulation result was consistent with the results 
obtained by other researchers who used other fire 
simulation software. This indicated that the Unity 
software can be used in disaster prevention simulation. 
This software can also output fire simulation models in a 
mobile platform mode that is compatible with mobile 
phones or tablets, such that onsite furniture layouts can 
be considered when conducting an evacuation simulation 
[4]. 

Wang et al. employed a BIM-based virtual 
environment and a game engine to solve the key 
challenges in building emergency management, which 
include the provision of timely two-way information 

updates and enhanced emergency response awareness 
training [5]. They reported on how real-time fire 
evacuation guidance can be provided by adopting BIM to 
provide comprehensive building information and 
combining BIM with VR technology to create applicable 
and immersive game environments.  

Because of the high-risk environment and complex 
superstructures of offshore oil and gas platforms 
(OOGPs), accidents on OOGPs typically result in severe 
casualties and economic loss. Accordingly, Cheng et al. 
developed an OOGP simulation model in which 
evacuation plans are evaluated through BIM to improve 
evacuation technology and achieve an enhanced agent-
based model. To increase their simulation performance, 
they developed and input environment perception and 
dynamic evacuation routing functions into the agent [6]. 

2.3 Navigation function of Unity 
The navigation function of the Unity game engine can 

be used to create characters that move intelligently within 
a virtual world. It can create a navigation mesh that serves 
as the moving area of the agent on the basis of geometry. 
The agent then simulates movement behavior and 
controls a character to cause it to move toward a target. 
[7] 

The factors that should be considered in the 
navigation function are speed, angular speed, 
acceleration, and stopping distance. The setting for each 
parameter is determined based on the needs of the 
navigation process. [8] 

3 BIM-VR Based Fire Evacuation and 
Management Model 

In this section, we demonstrate a BIM–VR-based fire 
evacuation and management model (Fig. 1) in which a 
BIM model was integrated into a VR environment. To 
increase drill effectiveness, immersive VR technology 
was applied to induce in users the emergency stress that 
they cannot experience through conventional fire drills 
and educational animations. 
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Develop BIM model 

Collect fire 
prevention 
parameters

Render the Scene 
based on BIM 

objects

Evacuation path 
analysis

BIM Model VR Environment

VR-based 
evacuation education

BIM-based database
 

 Fig. 1. BIM–VR-based fire evacuation and 
management model. 

3.1 BIM module 
Before the integration of VR software, BIM was 

conducted. The case model contained basic elements, 
such as columns, beams, slabs, and walls. Because a 
discussion on the maintenance and management of 
firefighting equipment was required, the relevant data 
about the elements of firefighting equipment were input 
into a database that was subsequently linked to the VR 
software. 

3.2 VR environment 
The VR system was divided into three modules, 

which are as follows. 

3.2.1 Evacuation route module 

Through the use of the navigation function of the 
Unity game development engine, we created a bake mesh 
map in the building information model. Parameters were 
added in accordance with the settings for the game agent. 
The script function was used to move the agent to the safe 
area. The information of each room in the model was 
substituted into the building refuge safety 
recommendation equation (provided in the Building Fire 
Refuge Safety Verification Technique Manual) to 
calculate the required evacuation time, which was 
calculated by summing the start time of an evacuation 
(e.g. the period after the fire occur and before the 
evacuees start to escape, tstart), travel time to the ground 
(ttravel), and the time required to move pass the ground exit 
(tqueue). The floor area in a space was required to estimate 
the start time of an evacuation (tstart), the distance from a 
room to an exit was required to estimate the travel time 
to the ground (ttravel), and the floor area and exit width 
were required to estimate the time required to move pass 
the ground exit (tqueue). The aforementioned information 
could be obtained through BIM. The empirical equation 
is displayed in Eq. (1). 

 

Tescape= tstart+ ttravel+ tqueue= ((√Σ
A)/30+3) + max li/v +(∑ρA)/ΣNeffBd 

(1) 

Subsequently, the estimated evacuation time for an 
entire building was compared with the descent time of a 
smoke layer to determine whether the residents of the 
building had enough time to evacuate. The calculation of 
the required time for smoke in each room to descend to 
the threshold height is performed using Eq. (2). 

𝑡𝑠 =  
𝐴𝑟𝑜𝑜𝑚 ×  (𝐻𝑟𝑜𝑜𝑚 − 𝐻𝑙𝑖𝑚)

𝑚𝑎𝑥(𝑉𝑠 − 𝑉𝑒 ,0.01)
 

(2) 

Where, Aroom = floor area of the room (m2), Hroom 
= height from the floor to the ceiling of the room (m), 
Hlim = height of smoke boundary (m), Vs = smoke 
volume (m3/min) , and Ve = effective smoke exhaust 
volume (m3/min). 

Finally, we verified whether the evacuation times 
calculated using the empirical equation and the 
evacuation route set using Unity had allowable values to 
determine whether the residents could evacuate safely in 
time. In our model, the simulated building was treated as 
a fire-resistant structure. The fire-resistant properties of 
the building (e.g., situation in which the building 
collapses because of a prolonged fire) were not 
considered. Furthermore, the physical and mental factors 
associated with dangerous situations (e.g., panic, and 
coma) were not considered in the parameter setting for 
the agent. 

3.2.2 Educational training module 

After comparing the evacuation time that was 
estimated based on the evacuation route (set using Unity) 
with that obtained through the empirical equation, we 
discovered that the evacuation time estimated based on 
the Unity-derived evacuation route was within limits of 
the allowable evacuation time. Therefore, VR 
educational training is a feasible means for guiding users 
on the use of an evacuation route to reach a safe area. 
Moreover, we added evacuation route guidance to the 
educational training module, which enabled users to 
clearly identify evacuation routes. The particle system of 
the Unity software was used to simulate the flow of 
smoke during an actual fire; this increased the feelings of 
tension and stress experienced by users, giving them an 
experience that conventional fire drills and educational 
animations cannot provide. 

4 Case Study 
The case in this study was a 4-story duplex. We 

combined the building information model of the duplex 
with a fire management and maintenance VR system. 
The test process is described in the following subsections. 

293



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

4.1 BIM module 
The case model had basic elements, such as columns, 

beams, slabs, walls, a firefighting system, and 
firefighting equipment. In addition, to import the 
maintenance and management module into the VR 
system, firefighting equipment maintenance information 
was added to the model parameters. 

4.2 VR environment 
When a building information model is imported into 

Unity as an FBX file, texture loss tends to occur. 
Therefore, we re-rendered the model and added light and 
shadow through Unity (Fig. 2) by making a shader with 
the more realistic texture maps provided by the Unity 
developer. We then added the shader to the model 
elements for reattachment and set the lighting effect to 
increase shadow detail. With the Unity lightmap function, 
the realism of scenes can be enhanced. After a scene was 
rendered, and light and shadow settings were adjusted, 
the setting of the module function could be conducted. 

 

Fig. 2. Rendered model with light and shadow added 
through Unity. 

4.2.1 Evacuation route module 

The navigation function in Unity was applied for 
mesh map baking (Fig. 3). According to the Building Fire 
Refuge Safety Verification Technique Manual, the 
average and stair-descent walking speeds of an evacuee 
are 60 and 36 m/min, respectively. Hence, the waking 
speeds of the agent was set accordingly. The agent would 
move to the safe area according to the script function, and 
the system would record the overall time they spent to 

move to the safe area. Subsequently, the relevant 
evacuation information (e.g., building sections, building 
areas, and width measurements; Table 1) was exported 
by using the schedule export function in the building 
information model. We estimated the allowable 
evacuation time by applying the empirical equation 
provided in the Building Fire Refuge Safety Verification 
Technique Manual and verified whether the actual 
evacuation time of the agent was within the limits of the 
allowable evacuation time calculated using the empirical 
equation. During the test, the agent was placed in the 
second-floor bedroom in Flat B, and the ignition was set 
to occur in the second-floor dressing room. The actual 
evacuation time of the agent in the VR system was 129 s, 
and the estimated allowable evacuation time obtained 
using the empirical equation was 360 s. The actual 
evacuation time calculated using the VR system was 
shorter than the estimated allowable evacuation time. 
Therefore, the optimal evacuation route produced by the 
VR system (Fig. 4) can assist the agent to evacuate safely. 

 

Fig. 3. Mesh map baking. 
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Fig. 4. Evacuation route of agent. 

Table 1. the evacuation information retrieved from BIM 
model. 

Floor 1 2 
Flat Flat B Flat B 

Section Living 
room 

Master 
bedroom 

Agent Agent 01 Agent 01 
Minimum average ceiling 

height 
2.8 m 2.1 m 

Area 13.6 m2 13.43 m2 
Effective smoke exhaust 

level 
0 m3/min 0 m3/min 

Exit width 1.2 m 1 m 

 

4.2.2 Educational training module 

Conventional fire-related education training is 
conducted through actual drills or educational videos. 
However, actual drills tend to require additional cost and 
time (e.g., creation of props and dispatch of training 
personnel), and the content in educational videos are 
easily forgotten. After comparing the actual evacuation 
time of the agent in the VR system with the allowable 
evacuation time estimated using the empirical equation, 
we verified that the evacuation route recommended by 
the VR system was a feasible route. On the basis of this 
finding, we created a navigation agent (Fig. 5) that guides 
users to evacuate to a safe area. In addition, the Unity 
particle system was employed to simulate an actual fire 
scene and increase users’ feelings of tension and stress. 

 

Fig. 5 Navigation agent. 

5 Conclusion 
In the present study, we proposed a BIM–VR-based 

fire evacuation and management model. Through the 
integration of the building information model and VR 
technology and the use of the navigation and script 
functions of Unity, the game agent was able to move to a 
safe area by taking the shortest evacuation route. We 
estimated the allowable evacuation time by using the 
empirical equation provided in the Building Fire Refuge 
Safety Verification Technique Manual and verified that 
the agent in the VR system could evacuate to the safe area 
through the shortest evacuation route within the 
estimated allowable time. In addition, the navigation 
agent was set to guide users to evacuate to the safe area 
through the verified evacuation route and assist users in 
identifying an evacuation route during a fire. We used the 
Unity particle system to simulate smoke to increase users’ 
sense of tension and stress during a simulated fire scene; 
we also employed the Unity script function and an SQL 
Server to enable access to the firefighting equipment 
information of the building information model in the VR 
system, enabling users to understand information about 
firefighting equipment maintenance.  

The case model was a fire-resistant building. The fire-
resistant properties of the building (e.g., the situation 
where the building collapsed due to prolonged fire) were 
not considered. Furthermore, for the parameter setting of 
the agent, the physical and mental factors associated with 
dangerous situations (e.g., panic and coma) were not 
considered. Future studies should include the two 
aforementioned factors or other factors to enhance our 
proposed fire management model. 
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Abstract 

Lately, virtual reality (VR) is being investigated 
for the field of construction.  VR enables investigation 
from a stage where there is no actual object. The most 
common approach in VR is interaction with a 
controller. Therefore, the sense of body movements is 
often far from reality. Reflecting actual body 
movements is required for a more near-realistic 
experience in VR. In addition, VR linked to 3D CAD 
instantly enables the examination of design change. 
This paper proposes a method and framework for 
reflecting real body movements by tracking the body 
and real-time linkage of 3D CAD and VR. Azure 
Kinect and Leap Motion can track body movements 
and provide skeletal data.  The VR body is linked to a 
real body by using a skeleton. The VR body enables 
to recognize how one's body moves in the VR space 
and its position in relation to other objects in the VR 
space. The ability to observe the distance between the 
body and VR space will expand the use of VR for this 
type of safety and buildability check.  In addition, the 
tracked skeleton can be applied to measure the energy 
consumption of the body and extend the scope of 
analysis in VR. A real-time linkage between 3D CAD 
and VR was achieved by Rhinoceros and RhinoInside. 
In this study, steel-frame construction is used as an 
example of construction at heights and in confined 
spaces. The background behind the creation of this 
system is the liberalization of architectural shapes 
through 3D CAD. As the use of free shapes and 
dimensions in design and construction increases, the 
number of projects that cannot be handled by existing 
construction methods also increases. Therefore, a 
method for studying the implementation of each 
building should be developed to verify its buildability. 

 
Keywords –  
Virtual Reality; Construction Training; Tracking; 
Simulation; Parametric Modeling; Buildability 

1 Introduction 
Virtual reality (VR) has recently been investigated for 

construction purposes. VR enables training and 
examination in a completely safe environment [1]. Using 
head-mounted displays (HMDs), the environment 
created in the VR space can be viewed in three 
dimensions, which is an effective method for 
examination in construction where components are 
intricately linked. Furthermore, VR activities include 
reflections on real body movements, which are similar to 
real-life experiences [2]. Owing to these characteristics, 
VR can be considered as an effective tool for examining 
buildability. In this study, Unity was used to develop VR 
applications, and HTC VIVE Pro Eye was used for the 
HMDs. 

This study presents a framework for evaluating 
parametric modeling using VR that incorporates body 
tracking. Parametric modeling creates a portion of the 
construction site and verifies buildability by searching 
for parameters. A steel-frame construction is used as an 
example of construction at heights and in confined spaces. 
3D models created during design and construction 
studies are utilized in real time from 3D CAD and reflect 
real body movements. This enables verification of the 
relationship between the body and construction 
components in terms of buildability, for example, 
whether the envisioned site is sufficiently large for 
construction activity. 

The liberalization of architectural shapes through 3D 
CAD is the background for the development of this 
system [3] [4]. It is possible to introduce programming 
into 3D CAD for parametric modeling. The use of 
parametric modeling is expanding, for example, in 
modeling small-scale buildings [5] and the construction 
of shield tunnels [6]. Therefore, the use of free shapes and 
dimensions in design and construction is expected to 
increase. However, some problems cannot be solved 
using existing construction methods. Therefore, it is 
important to confirm the buildability and safety of new 
construction methods. 
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2 Literature Review 

2.1 Virtual Reality for Construction 
Various studies have been conducted on VR 

technology, with VR in safety education being a typical 
example. Construction sites are considered dangerous 
environments, and safety education must be promoted; 
VR education is an alternative to passive learning 
methods [7]. Studies have been conducted in recent years 
to use VR not only for safety education but also for 
technical education. Adami et al. reported that training 
with VR improves knowledge, operating skills, and 
safety behaviors compared with face-to-face training [8]. 
They also cited cost as an advantage of VR, in addition 
to its superior safety features. Costs can be saved as real 
objects are no longer required and site constraints are 
eliminated. Furthermore, efforts to dynamically update 
VR environments also exist. Harichandran et al. 
proposed a framework for creating realistic and 
dynamically evolving VR training scenarios using digital 
twins [9]. In this study, we describe a method of linking 
3D CAD and VR to speed up studies by reflecting 
changes in design and assumptions in real time, during 
construction studies. 

2.2 Application of tracking technology  
The tracking technology tracks the movements of 

real-world objects. An example of the use of tracking 
technology is to acquire data from remote local 
environments to operate robots remotely [10]. Tracking 
technology acquires the three-dimensional information 
of real objects. Commands can be transmitted based on 
three-dimensional data. Subsequently, a depth camera 
was used to acquire point cloud data as 3D data. Point 
cloud data can be used to record the shape of a building 
[11]. One of the advantages of using a depth camera is 
that there is no need to attach tracking equipment to the 
target object. Tracking technology can be applied to not 
only objects but also humans. In this study, tracking was 
targeted at human movement. When humans are the 
target of tracking, technology in the form of human 
skeletons is used to obtain information. Some 
construction projects have used tracked data of human 
skeletons, that is, acquiring the location of workers at a 
site using color-coded hard hats as tracking targets [12], 
and it has been suggested that the posture of workers can 
be analyzed. In this study, Azure Kinect [13] was used. 
Azure Kinect has a built-in depth camera and can acquire 
information about the human skeleton. There is a debate 
on whether the Azure Kinect is sufficiently accurate for 
use in energy consumption measurements. It has been 
suggested that the Azure Kinect could be used as an 
alternative to standard accelerometers [14]. In this study, 

skeletal data acquired using the Azure Kinect were 
utilized to reproduce body movements in VR, by 
enabling the VR body model to follow the acquired 
skeletal information. Leap motion [15] is another 
technology for tracking parts of a body with high 
accuracy. Leap motion can track hand movements with a 
high accuracy. At construction sites, many operations 
involve hands. Therefore, tracking the movements of 
hands with high accuracy is important for reproducing 
the movements of the real body. 

3 Reproduction of body movements in VR 

3.1 Research Aim 
This study presents a framework for evaluating 

parametric modeling using VR that incorporates body 
tracking. By reproducing body movements in VR, it is 
possible to evaluate the width and height of a 
construction site, based on one’s own body. The model 
can also be evaluated by performing actions such as 
moving hands, stretching and contracting the body, and 
performing construction. This provides an experience 
similar to that of evaluating the size required for 
construction in a real mockup. Incorporating human 
behavior into a VR experience is an effective way to 
increase the level of detail in the reproduction of 
construction sites [16].  Furthermore, the parametric 
modeling transmitted to VR in real time enables the 
evaluation of dimensions with an efficiency that is not 
possible in reality because exporting objects from 3D 
CAD is not required. This system provides a method to 
examine, in an exercise format, whether construction 
work can be performed smoothly and safely in a prepared 
environment on a construction site, by visually checking 
the body and model of the job site.  

3.2 The method of reproduction of body 
movements in VR 

3.2.1 The elements for reproduction of body 
movements 

Three main elements are required to reproduce the 
real body movements. The first is the use of HMDs, and 
there are various methods for using stationary monitors 
and HMDs to handle VR. However, when examining 
constructions using objects in a VR space, it is necessary 
to recognize the VR space as 3D. The second is to capture 
rough movements of reality. There are several techniques 
for this purpose, such as wearing a tracker on the body or 
using a camera. Considering the types of structures 
available in the construction industry and the large 
number of people involved, easy application is essential. 
To this end, tracking using a camera is considered an 
effective method, because people experiencing VR can 
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easily take turns. The third element is the tracking of 
individual body parts, which must be reproduced in detail. 
The operations performed by craftsmen at construction 
sites involve extensive detailed work. Therefore, when 
considering work in VR, it is necessary to reproduce 
movements in detail. For this it is necessary to track it 
separately from the rough movement tracking. In this 
study, rough movements were tracked using Azure 
Kinect, and detailed movements were tracked using Leap 
Motion.  

3.2.2 Reproduction of whole-body movements 
using Azure Kinect 

The Azure Kinect tracks whole-body movement. The 
information obtained through tracking is provided as a 
skeleton. The body model in VR moves as real movement 
using a skeleton. Movement control was performed using 
inverse kinematics (IK). We use the final IK [17] assets 
as a control method in Unity.  

3.2.3 Reproduction of hands movements using 
Leap Motion 

The Leap Motion tracks hand movements with high 
accuracy, and Azure Kinect also tracks hand movements. 
Therefore, when Leap Motion tracks the movements of 
the hands, the information transmitted to the IK is 
provided by the Leap Motion, and when it does not, the 
information transmitted to the IK is provided by the 
Azure Kinect. Furthermore, Leap Motion sends finger 
information that is directly reflected in the body model. 
Figure 1 shows the body movement reproduction system 
in a VR environment. 

 
Fig.1 System of body movement reproduction in 

VR 

4 Real-time linkage of 3D CAD and VR 

4.1 Advantages of real-time linkage of 3D 
CAD and VR 

By reflecting the 3D CAD model used in the VR 
design in real time, changes in the design plan can be 
immediately examined. Additionally, when a 3D model 

is created such that the dimensions can be changed 
according to the parameters, the optimal values for the 
parameters can be determined without updating the 3D 
model. When a 3D model is used in VR, it must be 
exported as an object and then ported. However, by 
omitting this step, the time required can be shortened, and 
a speedy study can be achieved. In this study, Rhinoceros 
was used for 3D CAD, and RhinoInside [18] was used as 
an add-in to link Rhinoceros with Unity in real time. 

4.2 Coordinate setting for 3D CAD 
If the coordinates of the 3D model and HMD are 

incorrect, the positions of the models or HMD must be 
corrected after starting VR. This problem can be solved 
by setting the coordinates during the modeling stage. As 
the origin is shared between Rhinoceros and Unity, it is 
easy to handle the 3D model from the start of the 
interaction by setting the HMD as the origin in Unity and 
the center point of the location to be used in the 3D model 
as the origin in Rhinoceros. Ideally, the origin should be 
set at the start of modeling; however, if this is not the case, 
it is also effective to move the origin at the end of 
modeling. Furthermore, it is important to note that the 
scale varied between Rhinoceros and Unity. Unity was 
measured in meters, whereas rhinoceros was measured in 
millimeters. To smoothen the model for rhinoceros, we 
reduced the model transmitted to Unity by 1/1000. 

4.3 Modeling of scaffold and steel-frame 
Steel-frame 3D models were created using 

Rhinoceros software to evaluate the buildability of the 
scaffold. In this study, to examine the real-time reflection 
of changes in plan or design, 3D models were created 
using parametric modeling. Figure 2 and 3 show the 
parameters of the model. The parameters are as followss: 

 (a)  Width of scaffold 
(b1) Handrail depth (below) 
(b2) Handrail depth (above) 
(c) Width of pillar 
(d) Width of beam 
(e) Depth of beam 

 
Fig.2 Top view of the steel-frame and scaffold 

models 

299



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

 
Fig.3 Front view of the steel-frame and scaffold 

models 

4.4 Transmitting 3D CAD data to VR 
RhinoInside transmits the Rhinoceros mesh data to 

Unity through a C# script. In this study, the Rhinoceros 
mesh was used as the default. Three-dimensional (3D) 
models were created using Grasshopper, a visual 
programming feature of Rhinoceros. The mesh list was 
transmitted to Unity using C# script. The material 
information was not transmitted but was provided to 
Unity as soon as it was received. Figure 4 shows a 
photograph of the grasshopper model. The program 
consisted of three parts. The first part is modeling, the 
second is listing, and the third is transmission. Any 
number of meshes can be supported by inserting the 
components to be listed and by interspersing the process 
of counting the list. 

 
Fig.4 Composition of the grasshopper program 

There are two advantages of transmitting each mesh 
individually. First, because mesh data are divided, hit 
detection is more likely to be reproduced for less 
complex shapes when a convex mesh collider is used. 
The higher the reproducibility of the hit decision, the 

more accurate the simulation. The second advantage is 
that each component can be assigned a function in VR. 
For example, when adding functions such as gravity 
judgment and hand tracking, if the meshes are integrated, 
all of them will be affected. However, if the meshes are 
transmitted individually, it is possible to add functions 
only to the desired parts. Figure 5 shows the models 
transmitted from Grasshopper to Unity. 

 
Fig.5 Models transmitted from grasshopper in 

Unity 

4.5 Example of evaluation of construction site 
layout 

First, we launched a VR device and then started 
linkage with 3D CAD. Once the linkage is initiated, the 
Rhinoceros model can be verified using VR. At this time, 
the 3D model is updated in real time, and changes to 
Rhinoceros can be immediately confirmed in VR. In the 
3D model created in this study, the scaffold size, column 
height, handrail height, beam width, and beam height 
were set as parameters, and various dimensions were 
considered individually. In this study, the column height 
was fixed, and the width of the scaffold was varied to 
determine the necessary and sufficient width for safe 
construction. Additionally, when the construction area 
was fixed, the scaffold size was examined. The height of 
the scaffold railing can be determined to be safe and the 
appropriate height for construction can be determined. 
Figure 6 shows an example of checking the width of the 
scaffold. The most suitable width was determined by 
varying the width of the scaffold. Utilizing the 
reproduction of the body, the user performs movements 
such as turning the body and turning the hand, and 
examines whether the set parameters allow construction 
to be performed safely and constructively. Using various 
parameters, optimal scaffold dimensions were derived, 
and the use of the scaffold was envisioned to determine 
the actual temporary construction materials to be used. 
Without real-time linkage, the model must be exported 
every time this parameter is changed. However, this 
hassle was eliminated by sending mesh data in real time, 
allowing for a continuous study. The dimensions of the 
columns and beams can also be varied, which has the 

300



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

advantage that multiple locations with different 
dimensions can be consecutively considered. Figure 7 
shows examples from these studies. Even when 
examining multiple parameters, such as these, the 3D 
CAD model is immediately reflected, allowing for an 
examination with no time lag.  By observing the body, 
it is possible to examine the width that can be walked, the 
width needed to move, and to determine the necessary 

and sufficient parameters. While performing the 
construction operation, it is possible to examine whether 
the legs and body protrude from the scaffold, and whether 
there is excessive space.  For the handrail, a gripping 
motion can be used to determine whether it is sufficiently 
or excessively high. Thus, the plan can be examined in 
VR in real time while planning for changes and decisions.  

 

 
Fig.6 Checking the width of the scaffold 

 

 
Fig.7 Example of differences in first- and third-person viewpoint because of changes in parameters 

 

5 Discussion 
Using this system, we can immediately review the 

plans after modeling, which enables the early expression 
of opinions in the process. Various people, such as 
construction workers, can easily express opinions, and 
they will connect to reflect workers’ opinions on the 
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design.  
One limitation of this system is that if the body is 

outside the range of the camera performing the tracking, 
real-life movements are not reflected in the VR. 
Therefore, it is difficult to study a wide range of areas. 
To improve this, it is necessary to set the means of 
movement in VR or attach a tracker to the body. In 
addition, this study confirms that only Rhinoceros and 
Unity can communicate in real-time. Therefore, if other 
applications are used, new means of communication will 
need to be developed, which is a limitation of this system. 
Large amounts of data may overload the computer and 
cause a lag, or may not be transmitted.  

There are several possible developments for this 
system. Further information can be analyzed using the 
method of connecting applications. For example, by 
transmitting the data of skeletons tracked by Azure 

Kinect, the energy consumption of humans was analyzed. 
If Rhinoceros is used, a plugin such as Karamba 3D [19] 
can also be used. The advantage is that a single 
application can perform multiple modeling and analysis 
tasks simultaneously, and is simple to configure. Figure 
8 shows the configuration of the system. 3D CAD, 
tracking systems, and VR were linked based on the VR 
platform. The system is composed of components that 
select the information to be used in VR and process it 
appropriately. In this study, the elements used in these 
functions were investigated. Therefore, if the necessary 
elements and data transmission methods are available, 
any application or platform can perform in a similar 
manner. In addition, as more functionality is required, 
similar discussions will enable the integration of 
additional systems into the development of VR 
applications.  

 

 
Fig.8 System configuration of VR system using tracking and 3D CAD 

 

6 Conclusion 
In this paper, the VR method connected to 3D CAD 

and the tracking system in real time were explained. The 
real-time tracking and reproduction of a body in VR can 
verify buildability by viewing the body and elements of 
a construction project. The real-time linkage of 3D CAD 
and VR enables us to view the plan and design changes 
instantly, as well as reflect the results of the study for 
planning. These linkages were achieved by examining 
the elements used in the functions. Rhinoceros was used 
for 3D CAD, Unity for the VR platform, Azure Kinect 

for body tracking, and Leap Motion for hand tracking. If 
these elements are in place, other 3D CAD, VR platforms, 
and tracking systems can be used. Furthermore, 
information from tracking and VR applications can be 
analyzed. Using this system, we can review the plans 
immediately after modeling, and express opinions. 
Various people will easily express opinions, and they will 
connect to reflect workers’ opinions on design.  
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Abstract – 
Construction safety training through Virtual 

Reality (VR) environments offers workers an 
interactive and immersive experience. Many complex 
interactions and realistic scenarios are possible in VR 
using accessories such as data gloves and trackers 
which allow data recording on incidents. For example, 
misinterpretation of hand signals construction 
workers give during operations may result in severe 
accidents on construction sites. This study proposes 
automatic gesture recognition to identify hand signals 
for crane rigging operations in VR training. The 
developed gesture recognition algorithm tracks 
information from a data glove and a tracker. 
Preliminary data on movements and orientation of 
hands and fingers were recorded. Mathematical 
models of hand gestures were created based on finger 
movement data. Gesture rules were created based on 
the rotation and orientation of the hand. The gesture 
models were combined with the gesture rules to 
develop the algorithm for automated gesture 
recognition. Final experiments estimated the efficacy 
of the proposed method in automatically recognizing 
crane rigging signals in real-time. The performance is 
evaluated by comparing the identified hand gestures 
with independently created ground truth labels. The 
proposed method identified static hand gestures with 
an average accuracy of 96.55 percent. This method 
recognizes the gestures along with the hand 
movements and displays the results in real-time 
equivalent to dynamic gesture recognition. More 
refined dynamic gesture recognition based on this 
method is in progress. 

Keywords – 
Gesture recognition; Virtual reality; 

Construction safety; Safety training; Data gloves; 
Hand motion tracking 

1 Introduction 
Virtual Reality (VR) environments provide new 

possibilities for advancing construction safety training. 
These computer-aided training methods develop an 
interest in workers and ensure their active participation 
[1], [2]. The workers can be subjected to complex and 
dangerous scenarios in the virtual environment without 
the possibility of injuries [3]. The trainees can receive 
personalized feedback based on their performance 
assessed from the data collected during training [4]. 
Multiplayer serious games create collaborative learning 
spaces for the participants [5] and dynamically updated 
VR training exposes the trainees to the latest work 
environment according to the construction progress [6].  

Hand gestures are widely used for communication on 
construction sites. They enable effective communication 
irrespective of the construction noises and language 
barrier between the workers [7]. There are standard hand 
signals for operations such as crane rigging [8]. However, 
misinterpretation of these predefined hand signals by the 
operator of the cranes or any other machines may cause 
severe accidents [9]. According to the U.S Bureau of 
Labor Statistics, an average of 42 crane-related deaths 
occur per year and 43 percent of the fatal crane injuries 
are from the construction industry [10]. Human error 
account for 90 per cent of crane accidents and proper 
training of crane operators and signalers is essential [11]. 
Automatic recognition and interpretation of the hand 
gestures may potentially assist in effective 
communication between the signaler and the operator. It 
improves communication in VR training scenarios 
involving multiple workers similar to the actual 
construction site. Automated gesture recognition in VR 
coupled with the collection of trainees’ behavioral data 
[6] can quantitatively estimate the effectiveness of VR
based training methods. The objective of the current
study is to automatically recognize hand signals for crane
rigging in virtual reality (VR) through data gloves. The
scope of this study is limited to identifying six classes of
hand gestures: five hand signals, including stop, raise
boom, lower boom, hoist load and lower load, and any
other unidentified hand gestures.

This paper is organized as follows. Section 2 provides 
the background on gesture recognition in VR and related 
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terminologies. The study’s methodology is described in 
Section 3 and an overview of the experiment and data 
collection is provided in Section 4. The development of 
the gesture recognition algorithm is in Section 5. Section 
6 presents the gesture recognition method and Section 7 
describes its validation. The results and discussion are 
given in Section 8. Finally, Section 9 concludes the paper 
with findings and an outlook for future work.  

2 Background 

2.1 Hand Anatomy and Movements 
The human hand is a complex biomechanical device 

that evolved over millions of years to achieve the current 
level of motor skills. It is capable of performing 
numerous tasks that involve a variety of movements. A 
typical human hand consists of a wrist, a palm and five 
fingers. The hand is composed of 27 bones as illustrated 
in Figure 1. The bones are categorized as 1) carpals in the 
wrist [short bones, 8 no.], 2) metacarpals in the palm 
[long bones, 5 no.], and 3) phalanges in fingers [long 
finger bones, 14 no.]. Each of the four fingers except the 
thumb is composed of proximal phalange, intermediate 
phalange, and distal phalange. The thumb has only two 
phalanges, proximal phalange and distal phalange. The 
placement of the metacarpal bone of the thumb enables 
its distal phalanges to oppose the distal phalanges of 
other fingers. This configuration of the thumb allows 
humans to grab objects in hand.  

 

 
Figure 1. Finger joints of a human hand [12]. 

The joints in the hand facilitate various movements of 
fingers, as illustrated in Figure 2. Hinge joints prove 1 
DOF (Degree of Freedom), i.e. flexion or extension. 
Saddle joints provide 2 DOF, i.e., flexion or extension 
and abduction or adduction. The metacarpophalangeal 
(MCP) is a saddle joint, whereas proximal 
interphalangeal (PIP), distal interphalangeal (DIP) and 
interphalangeal (IP) are hinge joints. In addition to 
carpometacarpal (CMC) joints, the thumb has two joints 
(MCP and IP) and all other fingers have three joints 
(MCP, PIP, and DIP).   

2.2 Gesture Interactions and Recognition in 
Virtual Reality 

Gesture interactions in VR are facilitated through 
different input devices such as wearable sensor-based 
devices, touch-based devices, and computer vision-based 
devices [13]. The wearable devices include data gloves, 
inertial sensors and myoelectricity sensors [14], [15]. The 
touch-based devices comprise touch screens and stylus 
pens. Different types of cameras such as monocular, 
binocular, and depth cameras constitute computer vision-
based devices. The data gloves can act as an input device 
to collect finger postures and movements. Besides, some 
data gloves have additional features to provide haptic 
feedback to the users, creating a more realistic experience 
[16]. Some of the advantages of data gloves include high 
recognition accuracy, no environmental influence, small 
data sets, and low computational power requirement. 
However, it has some shortcomings such as high cost, 
low flexibility and the need for frequent calibration.  

Gesture recognition methods in VR can be 
categorized as methods based on 1) wearable devices, 2) 
touch technology, 3) computer vision, and 4) multimodal 
interaction technology. Data gloves are one of the most 
commonly used wearable devices in VR. The gesture 
recognition based on wearable devices involve collecting 
finger posture data, extracting spatiotemporal parameters, 
selecting effective parameters, and model training [17] or 
identification by an intelligent algorithm [18]. The 
gesture recognition based on touch technology can be 
further divided into single touch and multitouch 
recognition. The $1 algorithm is a simple algorithm for 
identifying single-stroke gestures [19]. It has been 
modified to identify multi-stroke gestures with reduced 
complexity using point clouds [20]. Currently, computer 
vision-based gesture recognition methods are being 
widely implemented. This method consists of data 
collection through cameras, preprocessing, gesture 
segmentation, gesture analysis and gesture recognition 
[21]. Multimodal interaction technologies use two or 
more modalities of communication to recognize the 
instructions from the user [22]. These methods attempt to 
incorporate a more natural way of communication by the 
user for virtual interaction. 

 

 
Figure 2. Motions of human fingers of a 
construction worker wearing protective gloves. 
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2.3 Significance of the Current Study 
Data-driven methods such as deep learning have been 

widely used for gesture recognition. However, the 
existing methods have several drawbacks. These 
methods often require large datasets for training that may 
not be available for newly created VR training scenarios. 
The performance of computer vision-based methods 
depends on environmental factors such as light, skin 
color, and occlusion. The methods require several image 
processing techniques which might affect the recognition 
accuracy. The computer vision-based method may not 
capture the signals correctly in crane rigging operations 
unless multiple cameras are installed at different levels. 
Autonomous cranes might depend on the ground-based 
human operator who wears intelligent gloves.  

The interactions with VR controllers often lack the 
realistic experience during construction safety training. 
Besides, the nuances of finger movements and seamless 
coordination between real and virtual avatars are 
essential in collaborative training environments[23]. 
Therefore, data gloves and trackers were introduced to 
enhance the interactive and realistic experience in VR 
training. Automatic gesture recognition during the 
training potentially improves the communication 
between the trainees. Thus, a gesture recognition method 
for VR training has been developed in this study. A 
training scenario involving a signaler and a crane 
operator is envisioned where the communication has 
been enhanced by automatic gesture recognition. A 
gesture recognition algorithm has been developed based 
on the information streams from data gloves and trackers. 
The proposed method identifies and displays the gestures 
in real-time during the VR training. 

3 Methodology 
The overall methodology for this study consists of 

experiments and data analytics. First preliminary 
experiments were conducted to collect various data such 
as finger movement and hand orientation required for 
gesture recognition. Then, mathematical models of the 
hand gestures were created based on finger movement 
data. These gesture models were combined with the 
orientation data to develop the algorithm for automated 
gesture recognition. After that, experiments were 
designed to capture the efficacy of the proposed method 
in automatically recognizing crane rigging signals. Next, 
experiments were conducted to collect the data in run-
time and implement the proposed method. The 
performance of the method is evaluated by comparing the 
predicted hand gestures with independently created 
ground truth labels. The subsequent sections will 
describe more details regarding each of these steps. 

4 VR Experiments and Data Collection 
The current study conducts virtual reality 

experiments in two stages. The serious games for the 
experiments were developed in the game engine software 
Unity. The preliminary experiments in the first stage are 
for developing the gesture recognition algorithm 
(described in Section 6). The VR experiments in the 
second stage are for validating the gesture recognition 
method (described in Section 8). The user wears a data 
glove and tracker while making the specified gestures in 
both cases. The data corresponding to hand and finger 
movements were collected in real-time during the 
experiments. Figure 3 shows the user wearing the data 
glove and tracker ready for the experiment. The Prime X 
Haptic VR  data glove [24] is used for finger tracking. 
This data glove contains a flex sensor skeleton to capture 
the bending of the fingers. It also contains an Inertial 
Measurement Unit (IMU) with nine DOF (Degree of 
Freedom) per finger to capture relative movements. 
Collection and visualization of the data from the data 
glove are enabled by the data handling software Manus 
Core. This software also helps to live stream the finger 
movement data to Unity. The VIVE Tracker (3.0) [25] is 
mounted on the data glove to track hand movements. The 
tracker enables seamless coordination between the real 
hand and its virtual counterpart in the VR environment. 
The tracking data is collected and streamed to Unity 
through the SteamVR application [26]. 

 

 
Figure 3. A user wearing the data glove and 
tracker ready for gesture recognition. 

5 Development of Gesture Recognition 
Algorithm 

An overview of developing the gesture recognition 
algorithm is illustrated in Figure 4. It starts with 
preliminary experiments containing five selected hand 
signals for crane rigging. The experiments were 
conducted to understand the nature of hand gesture data 
for developing the recognition algorithm. The user makes 
the selected gestures in the experiment wearing a data 
glove and a tracker. Each set of the experiment contains 
one hand gesture. The current study has selected five 
crane rigging signals as shown in Figure 5: 1) stop, 2) 

306



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

raise boom, 3) lower boom, 4) hoist load, and 5) lower 
load. These hand signals are dynamic i.e., they involve 
movements of the hand along with the hand gestures. The 
proposed method is designed to recognize hand gestures 
in a static position (static hand signals). However, 
continuous real-time identification of gestures enables 
dynamic gesture recognition.   

The finger data is live-streamed to the Manus Core 
and visualized in the Manus dashboard. The data viewer 
displays values of flexion, extension, abduction, 
adduction, thumb rotation and wrist rotation. The flexion 
and extension are estimated with respect to the finger 
joints, whereas abduction and adduction are estimated 
with respect to the midline of the hand and a finger joint. 
The finger data is simultaneously streamed from the 
Manus Core to Unity. Currently, the gesture models were 
created in Unity as described in the next paragraph. 

 

 
Figure 4. Development of gesture recognition 
algorithm 

 
Figure 5. Selected crane rigging signals for this 
study [8] 

Three hand gestures were selected to represent the 
finger positions in the five crane rigging signals. The 
selected hand gestures are: 1) ‘thumbs up’ (only thumb is 
straight, all other fingers are flexed), 2) ‘pointing’ (only 
index finger is straight, all other fingers are flexed) and 
‘high five’ (all fingers are straight). Note that only finger 
movements can be tracked with the data glove. 
Additional information about the hand movement is 
required for identifying the crane rigging signals. 
Mathematical models were created for the three selected 
gestures in Unity. The mathematical model of a gesture 
defines the movement of each finger in a relative scale 
with respect to the finger joints and/or midline of the 
hand. Flexion and extension of a thumb are specified 

based on CMC, MCP and IP; and that of other fingers 
based on MCP, PIP and DIP. Abduction and adduction 
of a thumb are specified based on CMC, whereas that for 
other fingers based on MCP. Thus, a library of predefined 
gesture models was created in Unity. Currently, the 
library contains three gesture models, each of which 
represents the finger positions of the selected hand 
signals as shown in Table 1. 

After creating the gesture library, gesture rules were 
generated from the hand tracking data. The movements 
of the hand are tracked in real-time through the VIVE 
tracker. The real hand will appear as a game object in 
Unity and the same object will be seen by the users in the 
virtual environment. The game object of the hand is 
hereafter referred to as the hand object. The hand object 
has an attribute called ‘transform’ that contains the 
position, rotation and scale of the object in the virtual 
environment. The current study uses the transform of the 
hand object to create rules for recognizing hand gestures.  

Table 1. Hand signals and corresponding gesture models 
in the library 

Label  Hand signal Gesture 
model 

Need more 
information 

for 
recognition? 

0 No recognition - Yes 
1 Stop HighFive Yes 
2 Raise boom ThumbsUp Yes 
3 Lower boom ThumbsUp Yes 
4 Hoist load Pointing Yes 
5 Lower load Pointing Yes 

 
Figure 6. Schematic of the Gesture rule for raise 
boom hand signal 

Consider the example of the hand signals for ‘raise 
boom’ and ‘lower boom’. Both of these hand signals have 
the same gesture model (ThumbsUp) to represent their 
finger positions. Therefore, rotation or orientation of the 
hand in the virtual environment is essential to distinguish 
between these hand signals.  Thus, the gesture rules for 
recognizing these hand signals involve a specific range 
of values for these parameters from the viewer’s 
perspective. Figure 6 shows a schematic representation 
of one of the gesture rules for the raise boom hand signal. 
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Here, the solid arrow marks represent the global 
coordinate system (X, Y, Z) for the virtual environment 
and dotted arrow marks represent the location coordinate 
system (x, y, z) for the hand object. The tolerance of 
rotation of the hand object about the y axis is denoted by 
α. The gesture rule in this scenario is: if α <= 300 for the 
gesture model ‘ThumbsUp’, the hand gesture is ‘raise 
boom’. Note that this is a simplified illustration of a 
gesture rule. Orientation and rotation of the hand object 
with respect to all other axes will be specified in the 
actual gesture rule. The gesture recognition algorithm is 
developed by combining the gesture rules and gesture 
models. A detailed description of the gesture recognition 
method is given in the next section.  

 
Figure 7. Gesture recognition method. 

6 Gesture Recognition Method 
The automated gesture recognition method proposed in 
this study is shown in Figure 7. First, the algorithm is 
implemented in actual virtual reality experiments 
containing various hand gestures. The raw hand 
movement data collected by the tracker and the finger 
movement data from the data glove are live-streamed into 
Unity. The gesture recognition algorithm is attached as a 
script to the hand object in Unity. The recognition 
algorithm runs in a fixed interval for accurately capturing 
the physics movements of the hand object. The gesture 

data from the user is evaluated in each run. First, the 
gesture library is searched to see if the current finger 
movement data match any of the predefined gesture 
models. If none of the gesture models matches the current 
gesture data, display ‘No recognition’ and proceed to the 
next frame. If any of the gesture models match with the 
current finger movement data, check the associated 
gesture rules. The orientation and rotation of the hand 
object are estimated, and the gesture rules are evaluated. 
If none of the rules is satisfied, display ‘No recognition’ 
and proceed to the next frame. Otherwise, determine the 
hand signal based on the gesture rules satisfied. Then 
display the identified hand signal and check whether the 
experiment is completed. If the experiment is complete 
stop the iteration. Otherwise, proceed to the next frame.  

  
 
 

 Figure 8. Conveying hand signals to the crane operator 
in virtual reality. The real-time predictions by the 

recognition method for each hand signal are displayed 
with the time stamp. 

7 Validating Gesture Recognition Method 
The proposed gesture recognition method (Figure 7) is 
validated by virtual reality experiments where the user 
acts as a signaler for a crane operator. In the experiments, 
the user wearing the data glove and the tracker make 
various hand gestures for a specific interval. The gestures 
involve hand signals for crane rigging operations and 
some random gestures. The gesture data are collected 
from the data glove and trackers in real-time during the 
experiments. Simultaneously the collected data is 
analyzed using the proposed method and results were 
also displayed in real-time. The display contains the 
predicted hand gesture, an associated color and time 
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stamps as shown in Figure 8. The predictions are also 
logged in a text file (.txt) as entries in the format “time 
(in seconds), predicted gesture, label”; e.g., “72.82 
RaiseBoom 2”. The entire experiment is recorded in the 
game view using the Unity recorder. The recorded videos 
of the experiments with time stamps were used to create 
ground truth labels for the gestures. The experiment was 
repeated five times. The accuracy of the recognition 
method is estimated as an average of all the repetitions.   

8 Results and Discussion 
The results of gesture identification and related 

discussion are presented in this section. The accuracy of 
the proposed recognition method for the dataset 
generated from each repetition of the experiment is 
presented in Table 2. The gesture recognition method has 
an average accuracy of 96.55 percent. The method 
delivers an accuracy above 95 % for all datasets except 
the first one. The proposed method is designed to 
recognize static hand gestures. However, the experiments 
for validation used dynamic gestures to understand the 
potential of the method in identifying actual crane rigging 
signals. Nevertheless, the gesture recognition method 
delivered an overall good performance. 

Table 2. Performance of the recognition method. 

Dataset Accuracy 
1 93.86% 
2 96.86% 
3 98.58% 
4 95.60% 
5 97.87% 

Average accuracy 96.55% 
 

The recognition results for dataset 4 is illustrated in 
Figure 9 and the results with highlighted 
misclassifications are presented in Figure 10. The gesture 
recognized by the proposed method is plotted in grey and 
the ground truth values are plotted in blue. The lines 
overlap whenever the recognized gesture is correct. Thus, 
the misclassifications can be seen are the misaligned 
parts of the grey line that was highlighted in black in 
Figure 10. The hand signal for ‘stop’ (Label 1) and other 
undefined or random gestures (Label 0) are identified 
without any mistakes. However, some instances of the 
hand signals for ‘raise boom’ (Label 2), ‘lower boom’ 
(Label 3), ‘hoist load’ (Label 4) are misidentified as the 
undefined class. The number of misidentifications is 
fewer compared to the frequency of the function call (50 
times per second) for gesture recognition. Therefore, 
these misidentifications may not result in serious 

communication problems while displaying the results 
continuously. Similarly, some instances of the hand 
signal ‘lower load’ (Label 5) are wrongly identified as 
‘hoist load’ (Label 4). These misidentifications need to 
be addressed carefully since they belong to the opposite 
category of hand signals. The potential reasons for the 
misidentifications are the strict bounds for hand 
orientation and rotation. More flexible and robust gesture 
rules are being explored with information from additional 
trackers.  

The overall accuracy of the recognition method per 
hand gesture is given in Table 3 and illustrated in Figure 
11. All gestures have been recognized with accuracy 
above 90 percent, and some of them have close to 100 
percent accuracy. Therefore, the proposed method shows 
the potential for improving the VR safety training 
scenarios involving construction site communication. 
The undefined or random gestures and hand signals for 
‘stop’, ‘lower boom’ and ‘hoist load’ are identified with 
high accuracy. However, identifying the hand signals for 
‘raise boom’ and ‘lower load’ needs further improvement. 
Since opposite hand signals of these classes were 
identified with high accuracy, the gesture models seem 
robust to represent the finger movement. More attention 
is required to refine the gesture rules that define hand 
orientation and rotation during signaling. 
 

 
Figure 9. Gesture recognition results for dataset 4. 
Gesture labels are 0: No recognition, 1: Stop, 2: 
Raise boom, 3: Lower boom, 4: Hoist load, and 5: 
Lower load. 

 
 

 
Figure 10. Gesture recognition results for dataset 
4 with misidentifications highlighted in black. 
Gesture labels are 0: No recognition, 1: Stop, 2: 
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Raise boom, 3: Lower boom, 4: Hoist load, and 5: 
Lower load. 

 
Table 3. Performance of recognition per hand gesture. 

Label  Hand gesture Overall prediction 
accuracy 

0 No recognition 99.78% 
1 Stop 99.29% 
2 Raise boom 90.61% 
3 Lower boom 98.60% 
4 Hoist load 97.64% 
5 Lower load 91.13% 

 

 
Figure 11. Accuracy of identification per hand 
gesture classes. 

9 Conclusions and future work 
An automatic gesture recognition method for 

identifying hand signals for crane rigging in virtual 
reality is proposed in this study. The gesture recognition 
method is developed based on tracking information from 
a data glove and a tracker. Gesture models were created 
to represent the finger movement during hand signals. 
The rotation and orientation of the hand for a signal are 
defined by gesture rules. A gesture recognition algorithm 
is developed by combing the gesture models and rules. 
The proposed method is validated by virtual reality 
experiments containing various hand gestures.  

The gesture recognition method delivered an average 
accuracy of 96.55 percent. Most of the gesture classes 
were identified with high accuracy. The 
misidentifications were mainly attributed to the bounds 
of the gesture rules. More robust gesture rules are being 
developed based on independent information from other 
tracking devices. The good recognition performance 
shows that this method can improve VR safety training 
scenarios involving communication between workers. 
Incorporating data gloves in VR helps articulate the hand 
signals better than conventional controllers.  

This study can be further extended to quantitatively 
estimate the effectiveness of the current communication 

methods that are being utilized in the construction site 
operations. Although the proposed method is designed to 
recognize static hand gestures, it can continuously 
recognize the hand gestures and display the results in 
real-time. Therefore, it is equivalent to dynamic gesture 
recognition to a certain extent. The future study involves 
incorporating additional trackers to capture more 
complex and dynamic hand gestures. Besides, haptic 
feedback from the data glove is being implemented to 
enhance the learning experience of the workers.  
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Abstract 
Identifying workers' safety violations on 

construction job sites is critical for improving 
construction safety performance. The advancement 
of sensing technologies makes automatic safety 
violation detection possible by encoding the safety 
knowledge into computer programs. However, it 
requires intensive human efforts in turning safety 
knowledge into computer rules, and the hard-coded 
rules limit the expandability of the developed 
applications. This study proposes a condition-based 
knowledge graph for the safety knowledge 
representation to support the reasoning on safety 
violations. The improved knowledge graph’s 
structure solves the limitation by presenting the 
public knowledge and safety rules for condition 
structure, respectively. A natural language processing 
supported automatic knowledge graph development 
approach is developed in this paper to extract the 
safety knowledge from safety knowledge texts 
automatically and to construct the knowledge graph. 
To validate this construction framework, an initial 
knowledge graph containing 1,200 rules is developed 
based on construction safety regulations. The 
proposed automatic safety knowledge extraction 
model achieves an F1 value of 67%.  

Keywords 
Knowledge Graph; Natural Language Processing; 

Construction Safety; Workers' Safety Violation 

1 Introduction 
Timely identifying workers' safety violations onsite is 

essential to construction safety, and safety knowledge 
provides guidance to such identification tasks. Recently, 
research efforts have been made to automatically identify 
the workers' onsite safety violations using sensing 
technologies and artificial intelligence. Each of those 
research focuses on specific safety rules and hard-coded 
them into the computer applications, limiting the 

expandability of those developed applications. A generic 
safety representation that the computer could understand 
is needed to support the development of automatic 
worker safety violation identifications.  

This research proposes a condition-based knowledge 
graph to store the safety knowledge, which the computer 
could understand to support automatic safety violation 
identification. The proposed knowledge graph consists of 
two main components: a Rule Knowledge Graph (RKG) 
used to store the safety rules and an Association 
Knowledge Graph (AKG) to save corresponding safety 
knowledge. Furthermore, a knowledge graph 
development framework based on Natural Language 
Processing (NLP) is proposed to support the automatic 
knowledge graph development using safety regulations, 
reducing the labor cost, and improving the efficiency in 
constructing such knowledge graph. In this case study, an 
initial knowledge graph will be established to 
demonstrate the knowledge graph development and 
validate the effectiveness of the development framework. 

2 Literature Review 

2.1 The Application of Artificial Intelligence 
in Construction Safety 

In the construction industry, automatic safety 
inspection has been applied in various fields related to 
worker safety, with the most prevalent domain divided 
into three aspects: Personal Protective Equipment (PPE) 
detection, exposure to hazardous areas, and unsafe 
behavior [5, 6]. In the area of PPE detection, Zhang et al. 
proposed an improved BiFPN-based deep learning 
method to detect workers and their hardhats [3]. 
Mneymneh et al. provided an intelligent monitoring 
framework for hardhats detection by applying motion 
detection algorithms and object detection tools to capture 
the required data [4]. In the aspect of identifying worker's 
exposure to hazardous areas, Fang et al. have tried to 
detect whether workers are on or across structural support 
using a convolutional neural network [5]. Konstantinou 
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et al. designed a vision-based approach to track workers 
with similar appearances and abrupt changes in a 
complex environment due to congestion, background 
clutter, and occlusions [6]. In the field of unsafe behavior, 
Yan et al. established an ergonomic posture recognition 
technique to capture injury-prone postures so as to 
prevent accidents and injuries [7]. Distinguishing 
workers' dangerous and fatigable postures, Seo and Lee 
tried to prevent work-related musculoskeletal disorders 
using an ergonomic assessment system in a computer 
vision-based assessment method [8]. 

Despite various studies in automatically detecting 
workers' unsafe behavior, only specific safety rules are 
used in those researches, without much consideration 
given to exhaustive references. The knowledge 
application lacks versatility since the selection of rules is 
targeted at fitting only a single construction activity 
rather than a broader range of areas. 

2.2 Knowledge Graph 
As a representation technique derived from the 

semantic web, a knowledge graph is widely recognized 
as one of the essential technologies for knowledge 
storage and management. Compared with traditional 
knowledge structures, a knowledge graph allows 
complex queries across multiple data sources so as to 
manage construction information on site [9], thereby 
realizing its applications in complicated and dynamic 
construction environments. Besides, a knowledge graph 
can save more time and labor costs by providing in-depth 
knowledge management methods [10]. In rule-based 
methods, constructors set up isolated rules, which do not 
have connections with each other. For the knowledge 
graph-based methodology, users can flexibly set their 
mechanisms to find out the results required. In addition, 
the graph-based knowledge representation can facilitate 
the discovery of new knowledge hidden behind. 
Therefore, the knowledge graph representation is more 
flexible and economical in management while enabling 
quick reflection of answers through a comprehensive 
retrieval. 

Some researchers have designed several structures for 
knowledge graphs. For example, Ding et al. proposed an 
event logic graph, with its nodes being the event, and the 
edges representing the sequential, casual, is-a relations 
[11]. Li et al. suggested an AND/OR graph-based 
knowledge point organization model to represent the 
selective knowledge that is hard to describe previously 
[12]. Yu et al. proposed a tax graph to express the 
calculation logic about specific tax topics; it includes 
thousands of interconnected calculation models to 
indicate the calculation statement and contains 
calculation function nodes and input/output data nodes 
[12]. Such structures of knowledge graphs above 
generally have a specific application domain and cannot 

be used in construction safety fields. Hence, a 
generalized knowledge graph is essential for furnishing a 
dependable reference in the construction safety domain. 

3 Methodology 
To apply numerous construction safety-related 

knowledge to aid artificial intelligence in spotting safety 
vilations in an automatic, swift and correct manner, this 
study refines new knowledge graph representation and 
suggests a relevant automatic construction model. The 
results of the study could be used to create a knowledge 
graph that can be used for the automatic identification of 
safety violations on construction sites. The framework 
consists of two major components: a knowledge graph 
storing the knowledge and an automatic construction 
framework used to generate the knowledge graph. Figure 
1 depicts the structure of the construction framework. 
The input is a series of one-sentence rules and public 
knowledge, and the output is the constructed knowledge 
graph. 

 
Figure 1. The construction framework structure 

3.1 The Structure of the Construction Safety-
Related Knowledge Graph  

After training the artificial intelligence to 
automatically identify the safety violation, the artificial 
intelligence should understand which safety rules the 
workers should follow. In this process, it is necessary to 
construct a knowledge graph that can represent rules. 
Sensing technology, on the other hand, has to learn the 
public knowledge connected with these rules, meaning 
that a knowledge graph linked with these rules shall be 
built up. Figure 2 shows the overall structure of the 
knowledge graph conceived in this study. It comprises 
two main knowledge graphs: RKG expresses the 
construction-related rule knowledge graph, and AKG 
indicates the public knowledge graph associated with the 
knowledge on construction safety. The two main 
knowledge graphs enable a more flexible representation 
of safety rules and public knowledge and promote 
knowledge expandability.  
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Figure 2. The overall structure of the knowledge 
graph 

3.1.1 The Structure of Rule Knowledge Graph  

Because of the dynamic and complex nature of 
construction environments, the safety criteria and 
associated circumstances for various types of job 
contents are diverse, with examples including to use 
supplementary PPE while conducting different tasks. The 
following issues are fundamental for safe operation by 
workers in the context of construction. Which kinds of 
PPE should be worn by workers? Which workplaces and 
conditions are permitted for workers to stay? Which 
process or activity is considered to be safe for workers? 
[6, 20]. Thus, the primary safety aspects in aiding 
artificial intelligence to perceive safety events that 
demand attention are related above. The above-
mentioned elements serve as the basis for the RKG's 
construction. In addition, construction regulations and 
manuals have codified the safety elements that should be 
observed into the rules that must be followed. Therefore, 
artificial intelligence should understand the rules by 
using a knowledge graph to automatically detect workers' 
risky activities. 

The RKG is made based on the condition-based 
knowledge graph offered by Jiang et al. [14]. It is 
composed of a sequence of rules retrieved from safety 
regulations, with each rule defined by a collection of 
triplets, shown in equations (1) and (2): 

𝑡𝑡𝑢𝑢1 = ({𝑛𝑛1:𝑎𝑎1},𝑛𝑛2, {𝑛𝑛3: 𝑎𝑎3}) (1) 
𝑡𝑡𝑢𝑢2 = ({𝑛𝑛1: 𝑎𝑎1}, 𝑟𝑟, {𝑛𝑛3: 𝑎𝑎3}) (2) 

where 𝑛𝑛1,𝑛𝑛3 ∈ 𝐶𝐶, and 𝐶𝐶 is a set of concept nodes in 
the triplet; 𝑛𝑛2 ∈ 𝑂𝑂, and 𝑂𝑂 is a set of connection nodes in 
the triplet; 𝑎𝑎1, 𝑎𝑎3 ∈ 𝐴𝐴, and 𝐴𝐴 is a set of attributes. '1' is for 

the subject, and '3' is for the object; 𝑟𝑟  is the relation 
between 𝑛𝑛1 and 𝑛𝑛3. Triplet 𝑡𝑡𝑢𝑢1 uses the connection node 
as a connection entity to represent the relation, and 𝑡𝑡𝑢𝑢2 
applies the relations 'Con_Belongto' to show the 
connection. Furthermore, triplet 𝑡𝑡𝑢𝑢1 represents an event 
such as a worker standing at a height, a worker moving 
rebar, or a worker wearing the hardhat. Triplet 𝑡𝑡𝑢𝑢2 
denotes the affiliation between entities in a specific rule. 
Furthermore, in an RKG, the attribute and affiliation of 
an entity are valid only in the rule it is in. 

Jiang et al. have introduced a condition-based 
knowledge graph [14], but it has no thorough description 
of the logic execution and sequence of triplets in the 
requirement and condition components. Furthermore, 
there are no detailed type definitions for the triplets' 
subjects, objects, and relation parts in triplets, leading to 
ambiguous expressions, i.e., some entities owning 
several meanings. Thus, this study adds a logic layer to 
the graph structure to showcase the details of the rules' 
logical execution and the relationship between the triplets 
in the requirement and condition part. In addition, this 
study adds the entity type to the subjects, objects, and 
relation in triplets, which will play an assistance role in 
the follow-up querying procedure. The proposed 
structure of the knowledge graph after the modification 
is shown in Figure 2, which is categorized into four layers: 
concept layer, connection layer, logic layer, and 
statement layer. 

The concept layer contains concept nodes, which are 
the subject and object entities in triplets. The concept 
nodes have five types to display five categories of entities: 
Person, Work, Object, Location, and Environment. 
Person indicates the roles and professions on the 
construction sites, such as the Person concept node in 
Figure 2; Work represents the behavior and action of the 
people and machinery like Climb; Object indicates the 
objects usually appear on the sites, and this type of entity 
has its own attributes to additionally define its 
requirements or circumstances within the rules they are 
in like Helmet  concept node in Figure 2; Location 
indicates a range belonging to the machinery, object, 
people or region like High-altitude concept node in 
Figure 2; Environment indicates the weather or times on 
construction sites such as the wind, and it uses three 
predefined attributes to show the degrees and levels: Unit, 
Value, and Property. These three attributes are illustrated 
in the selection range of weather conditions in the current 
rule. Particularly, Unit presents the weather's unit 
including level, m/s; Value determines the value of the 
weather's level, which is composed of digital form like 6 
or six; and Property exhibits the weather's value range, 
such as larger than, not less than. Furthermore, the 
Object- and Location-typed nodes have 'Con_Belongto' 
links to describe the attribution relationships.  

The connection layer includes connection nodes and 
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links connected with the concept nodes, and the link 
direction shows that a concept node is a subject or an 
object in triplets. Connection nodes have three types 
applied in three distinct domains: Operate, Position, and 
Predicate. Generally, Operate is applied in a worker's 
PPE domain, demonstrating the relationship between 
worker and PPE, such as wear, hang. Position regulates 
the place and weather relation like up, down, or around. 
Predicate represents the working condition of workers 
and things and how they operate other things including 
use and operate.  

The logic layer denotes the logic execution in the 
requirement and condition part as well as the logic order 
between triplets. The logic layer is like an event tree, in 
which the nodes are similar to tree branches. A larger 
branch can continue to be extended to smaller branches, 
with most terminals being the connection nodes. The 
nodes in the logic layer have two categories: the logic 
node and the part node. The former one plays a crucial 
role in the logic execution representation; in safety rules, 
it is an objective existence, meaning that some 
requirements and conditions have distinct constraints. 
The logic node is indispensable to describe this 
circumstance. The logic node is divided into three 
categories: AND node, OR node, and NOT node. The 
AND node means that all child nodes should be followed. 
The OR node means that at least one of the child nodes 
should be obeyed. The NOT node means that all children 
nodes should not be followed. The result of logic nodes 
will be concluded to part nodes, i.e., the Req and Con 
nodes. The part node denotes which triplets belong to the 
requirement and condition part through connection to the 
Req and Con nodes. For example, in Figure 1, the triplet 
[Person, Hang, Safety Belt] is the requirement part due to 
the connection to the Req node, and this triplet should be 
followed as it is connected with the AND node. 

The statement layer uses statement nodes to define 
each rule, and is the root node in the knowledge graph to 
represent rules. The statement node indicates which 
requirement and condition part belongs to a certain rule 
by connecting the requirement and/or condition-typed 
nodes.  

3.1.2 The Structure of Associated Knowledge 
Graph 

Except for rules, artificial intelligence is also required 
to learn the knowledge related to construction safety so 
as to facilitate the safety violation identification ability. 
For instance, the relationship between the subclasses of 
hats or objects has a similar meaning. Therefore, this 
study constructs the knowledge graph associated with the 
construction safety-related rules (AKG). The entities 
come from the concept layer of RKG and artificial 
additions. Triplets in AKG work in any rule. In contrast, 
some triplets in RKG only work in the rules they belong 

to. Compared with RKG, the relation in triplets of AKG 
exists in the form of edges, not nodes. Formula (2) 
denotes triplets in AKG.  

AKG implements two links: 'Similar' and 'subclassof'. 
The former one indicates the entities that have a similar 
meaning; the latter one means that a subject entity is the 
subclass concept to the object entity. The relation 
'subclass' is an edge in AKG to connect the subject and 
object. Likewise, the relation 'similar' is an edge in a 
triplet, e.g., [Safety line, similar, Safety belt] 

3.2 The Construction Framework of the 
Knowledge Graph 

In the construction framework, in addition to 
implementing the automatic extraction model as 
proposed by Wei [15], this study designs a knowledge 
graph construction procedure. The construction 
procedure is responsible for transforming the extracted 
file into a knowledge graph based on the predefined rules 
and methods. 

In practice, some texts describing workers' normative 
requirements lack the subject, while supplementing the 
subject words to each text is a time-consuming task. 
Additionally, in RKG, triplets are composed of three 
parts: subject entity, connection entity, and object entity. 
If a connection entity is fixed as several relations to link 
the subject and object entities, it will not represent more 
elements flexibly, and the complexity will increase 
dramatically. Meanwhile, the representation of belonging 
parts and types for triplets in a tuple label is indispensable. 
Therefore, the extraction model needs the specific 
relation label representation to suit the RKG with 
multiple layer structures. To solve this issue, this study 
divides the relation label into five types: the relation label 
for labelling subject and connection entities; the 
connection entity for object label; the entity for attributes; 
the subject for objects; and the connection entity for the 
connection entity.  

The information of relation labels includes the triplet 
type, a requirement or a condition part, and two entities' 
types (the subject and object). For example, the tuple 
label 'Operate-Req_AND-Object' means that the subject 
type is Operate, the object type is Object, and the relation 
between the two entities is Req_AND, where 'Req' 
indicates this tuple belongs to the requirement part, and 
'AND' indicates the tuple's execution logic. Thus, the 
relation label can show the variety of data in the relation 
label.  

In addition, some relation labels are disparate from 
the labels mentioned above. For instance, 'Object-
Con_Belongto-Object' means that the object and subject 
entities' type is Object, and the subject entity belongs to 
the object. Besides, some triplets do not need a 
connection entity, and thus their relation label will be like 
'Object-Con_AND-Work' to describe this circumstance, 
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while a connection entity will be added in the triplet in 
the construction of the knowledge graph. Likewise, the 
relation type also has the attribute representation like 
'Object-Con_AND-Attribute', and the connection entity's 
sequence representation of 'Predicate-Connect_Dis-
Predicate' indicates that the triplet belonging to each 
connection entity should be judged separately. 

3.2.1 The Automated Construction Procedure of 
Rule Knowledge Graph 

After finishing the part of triplet extraction, the next 
step is to construct the knowledge graph based on the 
extracted partial triplet. Firstly, for the extraction content 
of the automated extraction model this study calls tuples, 
the tuple sets will be inputted for expansion. For instance, 
the type 'Object-Con_AND-Work' means the condition 
that the object is doing some work. Nevertheless, this 
form is not appropriate for the RKG, so a division is 
necessary. This tuple will be divided into 'Object-
Con_AND-Predicate' and 'Predicate-Con_AND-Work'; 
the Predicate-typed entities in two new tuples through the 
predefined procedure are the same, both the entity 
'conduct'. Secondly, some triples represent the entity's 
attributes, such as the 'Environment-Con_OR-Property' 
and 'Object-Con_AND-Attribute'; they will not be 
constructed as the triples in the knowledge graph. In 
contrast, the attribute entity will show the attributes to the 
subject in the corresponding rules. Thirdly, the two tuples 
with the same connection entities and same relations will 
be combined with the new triplet in the knowledge graph. 
In addition, some rules do not own the subject, so the 
labeled triples in these rules will all be the latter part of 
the triple in the RKG, and the new first half of the 
corresponding triple will be added. Fourthly, the 
corresponding logic layer will be generated, followed by 
the relation in the triple, and the triple containing two 
connection entities will also participate in the logic 
layer's generation. Finally, after finishing the four steps 
above, each text will create a statement node to associate 
with the logic node and indicate the belonging of the 
requirement and condition parts. 

3.2.2 The Construction of Association Knowledge 
Graph 

For the generation of AKG, the data usually come 
from two sources: the public knowledge graph and the 
knowledge added manually. For the public knowledge 
graph, this research will search each concept node in the 
public knowledge graph for similar entities and the sub-
class or upper-class entities. Furthermore, this study will 
observe the relations between the same-type entities in 
the concept layer and add the SubClassof, with similar 
relations in these entities.     

4 Case Study 
To demonstrate the construction process of the 

knowledge graph, a case study is carried out mainly in 
two steps to verify the feasibility. First, the case study 
will manually establish the construction safety-related 
knowledge graph by relying on safety documents and the 
public knowledge graph. Second, this study will develop 
an automated extraction model to improve the automatic 
construction model of the knowledge graph. Figure 3 
shows the overall process, with these steps explained in 
detail below. 

 
Figure 3. The process of case study  

4.1 Construct the Knowledge Graph 
4.1.1 Collect Safety Rules 

Nearly 97 specifications have been collected, 
including Chinese National Standards (GB), construction 
industry standards (JGJ), and safety manuals. These 
documents were chosen because they all involve 
construction safety and workers' behavior safety, while 
showcasing a certain universality.  

4.1.2 Preprocessing 

This study starts with data preprocessing to handle the 
construction codes collected. First, this study determines 
the extraction range of documents, eventually picking out 
provisions in the three areas mentioned in Section 3.1, 
and excluding those requirements related to other 
construction safety conditions. To represent it clearly, 
this study divides the relatively complex rules into simple 
contents, and rules will be replenished with the subject 
and object, if missing, based on the chapter titles. Finally, 
1,236 rules are collected as the corpus used for the next 
step. 

4.1.3 Annotate Rules 

The rule annotation extracts the imperative data from 
unstructured text and facilitates artificial intelligence-
based safety inspection, and it further marks the entities 
and the relations between the entities in the rule. On one 
side, this study adopts the extracted data as the corpus to 
train the automated extraction model. On the other side, 
to ensure the accuracy and efficiency of the knowledge 
graph, this study uses the extracted data as the input to 
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construct the RKG, without using the output of the 
automated extraction model. This study extracts 
information by applying brat rapid annotation tool 
(BRAT), which is a web-based tool for annotating by 
adding notes to the existing text documents [16]. 
Designed for systematic annotation, it has a defined 
structure that artificial intelligence can process and 
understand. BRAT involves two types of annotations: 
text span and relation annotation. The former one marks 
the entities and their types.  

4.1.4 Construct the Rule Knowledge Graph 

The annotated corpus will be fed into the automated 
construction procedure to construct the RKG. As one of 
the most popular tools for most knowledge graph storage, 
Neo4j is extensively used in many studies [10]. Therefore, 
this research uses Neo4j as the storage medium [17]. 
After annotation, this study outputs the annotated entities, 
including their name, type, and id number with 
interrelated relations; then, they are saved in the graph 
database management system Neo4j, as shown in Figure 
4. The example rule shown in figure 4 has a set of triplets: 
[Person, at, high altitude] (Con_AND), [Person, Hang, 
safety belt] (Req_AND), indicating that when people are 
at a high altitude, they should wear the safety belt. 

 
Figure 4. One rule in the Neo4j 

4.1.5 Construct the Association Knowledge Graph 

The corresponding AKG is constructed to be added to 
the relevant knowledge graph. OwnThink is a knowledge 
graph-based public knowledge graph, which incorporates 
twenty-five million entities with billions of entity-
attribute relationships [18]. This study extracts similar 
word relations from the Ownthink knowledge graph. 
Searches for the Concept entity both in the knowledge 
graph and Ownthink find the similar entity through 
relations 'Also Known As (又名)' and 'Another Name (别
名 )'. Furthermore, this study manually identifies the 
'subclassof' and 'similar' relations between person-type 
entities for better querying. Finally, The AKG is 
constructed in this step based on the public knowledge 
graph resources and manuals. The searched relations and 
entities are inputted into Neo4j manually. 

4.2 Training and Performance of the 
Automated Extraction Model  

The automated extraction model needs to be trained 

so as to make the model extract the data more precisely. 
After annotation of safety rules, the annotated files will 
be transformed into the json-type files and are regarded 
as the corpus for the extraction model. The BERT model 
in the extraction model adopts the Chinese_wwm_ext_L-
12_H-768_A-12 pre-training model proposed by Cui et 
al. [19]. The corpus is divided into three components: 
train corpus, valid corpus, and test corpus, with a ratio of 
7.5:1.5:1.5, respectively.  

The results acquired after the training of the 
extraction model are shown in Table 1, illustrating the 
performance of the automated extraction model. The title 
'Type' means the tuple's type; 'Precision' means the 
precision in each type; 'Recall' means the recall value in 
each type. The overall precision, recall, and F-1 value are 
78.07%, 58.92%, and 67.15%, respectively. More 
specifically, this study divides the types into two parts: 
the first half of the triplet, and the second half of the 
triplet. The first half of the triplet is the subject, the 
connection, and the link between these two nodes, the 
second half is the connection, object, and the links 
between these two nodes. The performance of the first 
half is Precision (95.24%), Recall (60.60%), and F1-
value (74.07%); the second half of the triplet is Precision 
(76.42%), Recall (59.54%), and F1-value (66.93%). 
Observation shows the performance of the first half is 
better than the second half. In addition, this study divides 
the tuple type into four parts based on the function: 
Operate, Position, Predicate, and Attribute. The 
performance of Operate is: Precision (79.66%), Recall 
(78.99%), and F1 (79.32%); the performance of Position 
is: Precision (85.31%), Recall (60.70%), and F1 
(70.93%); the performance of Predicate is: Precision 
(71.11%), Recall (50.96%), and F1 (59.37%); the 
performance of Attribute is: Precision (86.05%), Recall 
(55.22%), and F1 (67.27%). These results indicate that 
the performance of Predicate and Attribute is the weakest, 
the performance of Position is strong, and the 
performance of Operate is the best. 

Table 1. The performance of the automated extraction 
model in part type 

Type Precisi
on (%) 

Recall 
(%) 

F1 value 
(%) 

Operate-Req_NOT-
Object 

72.73 66.67 69.57 

Position-Con_AND-
Object 

75.00 40.00 52.17 

Person-Req_NOT-
Position 

92.31 85.71 88.89 

Person-Req_AND-
Operate 

100.00 77.78 87.50 

Object-
Con_Belongto-Object 

50.00 10.00 16.67 

Environment- 100.00 76.92 86.96 
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Con_OR-Property 
Environment-
Con_OR-Unit 

92.31 92.31 92.31 

Environment-
Con_OR-Value 

92.31 92.31 92.31 

Predicate-Req_NOT-
Work 

40.00 12.50 19.05 

Position-Req_NOT-
Location 

81.82 47.37 60.00 

Object-Con_AND-
Attribute 

50.00 18.18 26.67 

Position-Con_AND-
Location 

87.50 60.87 71.79 

Predicate-Con_AND-
Work 

63.64 36.84 46.67 

Object-Con_AND-
Work 

78.26 64.29 70.59 

Predicate-Con_OR-
Object 

65.52 65.52 65.52 

Position-Con_OR-
Environment 

96.30 96.30 96.30 

Position-Req_NOT-
Object 

76.32 55.77 64.44 

Predicate-Con_AND-
Object 

71.74 52.38 60.55 

Operate-Req_AND-
Object 

79.00 85.87 82.29 

Predicate-Req_NOT-
Object 

72.48 54.48 62.20 

Overall 78.07 58.92 67.15 

5 Discussion 
For the automated extraction model, this study 

excludes the tuple types with their number less than 30 to 
analyze the results since most of them have F1-values of 
zero. In the results, the tuple type with a relatively fixed 
structure will have a strong influence. The tuples like 
'Position-Con_OR-Environment', 'Environment-
Con_OR-Unit', 'Environment-Con_OR-Value' and 
'Environment-Con_OR-Property' have a fixed text 
structure about 'when in some weather'. Thus, the 
performance of these tuples is better than other tuples. In 
addition, the tuple types 'Person-Req_AND-Operate' and 
'Operate-Req_NOT-Object' have the fixed text structure 
'should/shouldn't be equipped with something '. 
Nevertheless, the number of 'Operate-Req_NOT-Object' 
is smaller than that of other types, and it may impact the 
final performance. Furthermore, both types of 'Person-
Req_NOT-Position' and 'Person-Req_AND-Operate' 
have the fixed structures, where 'Person-Req_NOT-
Position' has the structure of 'Non-worker cannot go into 
it ', while 'Person-Req_AND-Operate' has the text 
structure of 'A certain types of worker needs to be 
equipped with it'. Therefore, the tuple types with fixed 

structures will deliver a good performance. The types of 
'predicate-Req_NOT-Work', 'Object-Con_Belongto-
Object' and 'Object-Con_AND-Attribute' give the worst 
performance, with variable text structures; and the 
extraction model faces some challenges in the annotation. 
Some potential solutions are proposed. On one side, more 
corpus could be furnished for training the model. On the 
other side, using the hidden connections between 
different concepts in post-processing can also enhance 
accuracy.    

6 Conclusion 
This research develops a unique knowledge graph and 

corresponding construction framework to assist artificial 
intelligence-based identification of workers' safety 
violations. The knowledge graph includes two parts: a 
Rule Knowledge Graph (RKG), including four layers 
(Statement layer, the Logic layer, the Connection layer, 
and the Concept layer), and an Association Knowledge 
Graph (AKG). The F1-value performance of the 
automated extraction model in the construction 
framework can reach 67%.  

The proposed framework showcases the following 
advantages. First, it can assist artificial intelligence to 
automatically identify safety violations by searching for 
all rules related to the scene description. Second, users 
can flexibly adjust the identification range in 
constructing the knowledge graph. Third, the proposed 
construction framework is beneficial for the automatic 
construction of knowledge graphs, while reducing the 
labor cost incurred in such constructing. In practical 
applications, the acquired information from the variety of 
sensors will be transformed to a text-based description. 
The artificial intelligence identifies the worker’s 
violation in description based on the constructed 
knowledge graph.  

Despite the successful advantages above, several 
limitations with this study have to be overcome. First, the 
automated extraction model still needs to be enhanced for 
better performance. Second, the knowledge graph shall 
collect more related rules, whether on construction codes 
or even corporate regulations. Third, the proposed 
framework cannot convert construction-site videos into 
textual description, and it has not been verified in a 
practical application.  

Future research directions include: First, to further 
boost the performance of the automated extraction model. 
Moreover, a more accurately semantic matching method 
relying on machine learning based on the current 
mechanism can be implemented in the querying model. 
Second, by collecting more relevant regulations to be 
stored in the knowledge graph, a more comprehensive 
range of construction safety domains will be suitable for 
this model. Lastly, the proposed framework can be 
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integrated with some practical applications on 
construction sites, so as to verify its feasibility. For 
example, in order to improve detection efficiency, it can 
be combined with computer vision in camera monitoring.  
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Abstract -
Securing the safety of highway work zones is one of the 

most pressing issues in the highway maintenance and oper-
ation community. Recent studies have indicated that high-
way workers keep suffering f rom f atal i njuries a nd death 
caused by traffic, long-night shifts, and limited space for ma-
neuvering. In the meantime, recent advances in wearable 
technology have provided promising potential in the context 
of safety in different disciplines, especially building construc-
tion. However, highway workers have been underrepresented 
and limited information is available about their perception, 
preferences and ideas toward wearable technology. With this, 
in this paper, we document our early results in investigating 
the perception of highway workers toward wearable technol-
ogy and their preferences among available devices to be used 
for safety purposes. Our results highlight a promising po-
tential for the application of wearable technology in highway 
work zones and an acceptable level of engagement from the 
body of highway workers. Therefore, we envision this study 
to energize developers for further research and investment in 
the application of wearable technology in highway work zone 
safety.

Keywords -
Wearable Technology; Highway Work Zones; Safety; 

User Experience; Worker-centered Design

1 Introduction
In 2018, Federal Highway Administration (FHWA) re-

ported that 124 workers lost their lives at highway con-
struction sites. With an average of 135 workers fatality, 
FHWA also documented that lethal crashes in highway 
work zones climbed by 3 percent between 2016 and 2017. 
Fatal injuries on top of death is another substantial threat to 
the safety of highway workers. A total of 158,000 crashes 
and 42,000 associated injuries were reported in 2016 alone 
[1]. Meanwhile, recent investments in highway infrastruc-
ture construction would further exacerbate this issue by 
creating more work zones. Therefore, securing the safety

of highway work zones is one of the most pressing issues
that the maintenance and operation face in the years to
come [2, 3].
The recent boom in wearable technologies has provided

significant potential in addressing some of the challenging
problems in the engineering world [4]. Latest research
trends have demonstrated that researchers and practition-
ers fromdifferent disciplines have rushed towardwearable-
enabled systems for enhancing the status-quo, especially
in building construction safety [5, 6, 7]. In the mean-
time, highway maintenance, operation, and construction
community is and has been only relying on fairly reactive
systems and have not yet departed toward more modern
technologies [8, 9]. Meanwhile, building construction re-
searchers have also attempted to increase the usefulness
and usability of the newly developed systems by investigat-
ing the perception of construction workers toward wear-
able technology [10]. However, highway workers have
been underrepresented in the body of knowledge. The
majority of previous studies have targeted vertical build-
ing construction safety, and highwaymaintenance commu-
nity’s perception has not been investigated in comparable
detail [11, 8, 12]. Limited space for maneuvering, of-
ten long and night shifts, and dealing with drivers with a
broader range of behaviors are some of the reasons that
make the needs of highway maintenance workers unique.
This makes prior information in building construction di-
rectly inapplicable to highway work zones and could po-
tentially hinder future developments for highway workers
[13, 14].
In this study, we investigated the perception and prefer-

ences of highway workers toward wearable technology to
be used in safety-related systems. In specific, the contri-
butions of this paper to the body of knowledge are:

• This article is among the first research studies inves-
tigating the perception of highway workers toward
wearable technology.

• This article specifically compares the highway
worker’s perception about some of the most common

320

mailto:e.ssabeti@uncc.edu
mailto:e.oshoghli@uncc.edu
mailto:e.nmorris@umn.edu
mailto:e.htabkhiv@uncc.edu


39 𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

wearable options in the market.

• The results of this study paves the path toward future
interaction and safety system designs for highway
workers.

In the following, we will first lay the foundation by
explaining the related works of this study. Then, we will
move on to explaining ourmethodology followed by results
and discussion.

2 Related Works
2.1 User Perception and Technology Development

It is commonly believed that achieving success in infor-
mation technology projects requires careful user research.
Previous studies have demonstrated that there is usually a
gap between what developers think of the system and what
users’ actual perceptions are [15]. Therefore, investigat-
ing whether the intended users would adopt the developed
technology or not is of importance [8]. Recent investments
in wearable technology have accelerated modernizing the
concept of work [16]. However, several researchers have
already discussed that there is a potential for the end-users
to resist adopting the developed technologies, regardless of
their benefits. This fact majorly highlights the importance
of early user studies [17]. Therefore, a few researchers in
the past performed some studies investigating the reaction
of construction workers to new technologies. For exam-
ple, [18] developed an extended Technology Acceptance
Model (TAM) for including the future alterations in the
attitude of workers with respect to time [19]. We also
identified such studies in other disciplines [20, 21].

2.2 A Survey of Wearable Devices and Their Appli-
cations

Smart wearable devices have a long and rich history
[22]. Recent boom in wearable technology has provided
industry leaders, researchers and practitioners in different
industries with a new source of power for increasing the
cognitive capabilities of humans in their daily life and de-
cision making [23, 24]. [25] categorized the state-of-the-
art wearable devices under three main categories, acces-
sories, e-textiles, and e-patches. They considered wrist-
worn (smart watches and wristbands) , head-mounted (
smart eye-wears, hard hats, and ear-buds) and others such
as vests as the main subgroups of the accessories wearable
devices. Moreover, wearable technology has already been
proven as an efficient tool in different disciplines, ranging
from healthcare to education [26]. In an interesting study,
[4] discussed the historical and current trends in wearable
technology and concluded that health related issues are
still among the most well-received applications of wear-
able technology. There have been already multiple review

articles that investigated the application of wearable de-
vices in different disciplines [27]. Recent trends show that
interest in applying wearables in safety-related contexts
are exponentially growing. For example, [28] investigated
the application of wearable devices in securing the safety
of miners. Another recent trends in wearable technology
is using technologies such as Artificial Intelligence (AI) or
Internet of Things (IoT) as the backend and wearable tech-
nology as the frontend and the means of interaction with
users. For instance, the authors in [29] studied how wear-
able technology can be leveraged in securing the safety
of women by sending an emergency notifications to their
relatives and adjacent police stations using IoT.

2.3 Wearable Devices and Their Application in Con-
struction

The application of wearable devices in construction in-
dustry has been continuously and exponentially growing
in recent years for mitigating safety issues. Researchers
and practitioners have used wearable technology for moni-
toring and collecting different information, including kine-
matic movement, cardiac activity, skin response, and mus-
cle engagement [30, 11]. For this purpose, they have de-
ployed different devices, ranging from smart wristbands,
Electroencephalogram (EEG) headsets, and Augmented
Reality glasses [31, 32]. These devices were used in or-
der to study safety risks such as falling, engagement to
hazardous behaviors, preventing extreme fatigue or other
within-site accidents [33, 34]. Some studies also sug-
gested the use of wearable technology for designing active
safety systems in construction sites. For instance, [35]
proposed a novel system architecture for a safety system
that warns construction workers and prevents them from
accidents using wearable technology and IoT.

3 Methodology
Given the limited information available about highway

workers and wearable technology, our main goal in this
study is to investigate the perception of highway workers
toward wearable technology to be used in safety-related
systems. In specific, we want to investigate:

1. Perception of highway workers toward the practically
of wearable technology in highway work zones.

2. Likelihood of highway workers using wearable de-
vices in highway work zones.

3. Preferences of highway workers among the currently
available wearable options.

4. Major concerns of highway workers toward using
wearable technology.
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For this purpose, we designed a two-step methodology,
including a semi-structured interview followed by an ex-
tensive survey of the body of highway operation and main-
tenance community. Below, we will explain our method-
ology in detail.

3.1 Semi-structured Interview

Before designing our questionnaire, we first conducted
an in-depth interview with an experienced highway main-
tenance crewmember. The reason behind thiswas twofold.
Firstly, given the unique needs of highway maintenance
workers, we wanted to gain an initial impression of their
thoughts and beliefs to be reflected in the design of the
questionnaire. Secondly, we wanted to run the survey
questions by him and ensure the language and general
structure of the survey is suitable for highway workers.
Our interviewee was a senior and former member of the
highway maintenance and operation division of a state
Department of Transportation (DOT) with more than 20
years of experience.
Our interview was semi-structured. We first started off

with basic demographic questions, including age, expe-
rience, and familiarity with this field. Then, we moved
on to open discussions about the wearable technology and
its application in highway work zones. Our interviewee
mentioned that he had no prior experience with wearable
technology as a safety mean in highway work zones. Our
interviewee believed that wearable technology could be
useful in highway work zones. Ultimately, in this step,
we selected smart glasses, smart wristbands, smart hard
hats, and smart clothes such as smart vests among different
available wearable options in the market. We chose these
devices after consultation with our interviewee, availabil-
ity in the market, our literature review, competitive cost,
and compatibility with outdoor environment. However,
our interviewee at first was concerned about the use of
smart glasses for the users who wear prescribed glasses.
While this concern is completely valid, some of the cur-
rently available options in the market are compatible with
prescribed glasses and offer a solution for this problem
(see Vuzix Blade [36] ).

3.2 The Structure of the Questionnaire

After our initial interview and with the suggestion of
our interviewee, we decided to separate our participants
into two personas: highway maintenance crew and affili-
ated participants. The former only includes workers while
the latter consists of state DOT members, private con-
sultants, managers, researchers, and other individual who
are acquainted with maintenance and operation commu-
nity and are not a worker. The main reason behind this
personification was twofold. Firstly, our target population

is all individuals that are physically present in highway
work zones and will interact with wearable technology as
a safety measurement. However, maintenance crew are
more frequently present in work zones than other mem-
bers. This could lead to these groups having developed a
different set of ideas and beliefs about wearable technol-
ogy to be used as a safety measure. Secondly, we believed
that crew members might have different expectations from
wearable technology than managers given the differences
in the nature of their jobs. For instance, it is logical to
assume that workers should not care about the cost of the
technology when it could be an important contributor to
what managers and supervisors think of the technologies.
It should be noted that hereinafter, we will be calling the
highway maintenance crew “maintenance crew” and the
affiliated participants with highway maintenance and op-
eration community “affiliated members”.
In the next step and based on our feedback from the

interview, we designed our questionnaire to survey the
body of highway work zone maintenance and operation
community. We started off the survey with demographic
questions, where we asked participants their age, role, and
the frequency of their presence in the highway work zones
in general. Next, we asked them about their previous
experience with wearable devices, if any. Then, we asked
them our major questions, which were:

1. Practicality of the provided wearable devices (Ques-
tion 1).

2. Likelihood of users utilizing the provided devices
(Question 2).

Finally, we asked participants to share with us their con-
cerns in specific about the application of wearable technol-
ogy in highway work zones (Question 3). We asked them
to select from "impractical for operation in highway work
zones, unpleasant experience with devices", "influence on
the performance such as vision obstruction", "slow and
painful adaptation to the technology as a routine", "the un-
reliability of the devices in identifying potential dangers",
"repetitive false alarms and loss of your trust in devices",
"none” and "other". They could also have selected mul-
tiple options from the provided list. We then reached out
to the body of highway maintenance and operation com-
munity and asked for their participation. We used Google
Form for hosting and conducting this survey.

3.3 Statistical Analysis

After receiving responses from our participants, we sta-
tistically analyzed the data to investigate our research ob-
jectives. For this purpose, we used chi-square test, both
goodness-of-fit and independence versions to investigate
whether affiliated members and maintenance crew show
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Figure 1. The practicality of the selected wearable options in (a) maintenance crew and (b) affiliated members

Figure 2. The likelihood of (a) maintenance crew and (b) affiliated members to use the selected wearable options

Table 1. Chi-square goodness-of-fit test on the collected data and the corresponding p-values
Question Group Wristband Clothes Watch Glasses Hats
1 Maintenance Crew 1.2 ∗ 10−16 4.4 ∗ 10−13 2.2 ∗ 10−17 5.8 ∗ 10−13 2.9 ∗ 10−10
1 Affiliated Members 5.6 ∗ 10−6 2.8 ∗ 10−4 9.7 ∗ 10−5 1.5 ∗ 10−3 2 ∗ 10−2
2 Maintenance Crew 1.4 ∗ 10−3 1 ∗ 10−4 3.2 ∗ 10−5 1.8 ∗ 10−3 7.8 ∗ 10−5
2 Affiliated Members 1.9 ∗ 10−5 3.3 ∗ 10−5 1.4 ∗ 10−3 6.2 ∗ 10−4 2 ∗ 10−2

different behavior toward wearable devices in general and
the selected devices in particular.

4 Results

In this section, we will provide the results obtained from
our survey and analysis.

4.1 Community Engagement

148 individuals responded to our survey, 76 of which
identified themselves as maintenance crew and 52 as af-
filiated participants with the body of highway work zone
community. The rest were general participants. Since the
general participants did not belong to our target groups,
the corresponding results were excluded from our study.
The majority of our participants were from the state of
North Carolina (62 from the maintenance crew and the
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Table 2. Our participants’ major concerns about wearable technology in highway work zones
Concern Maintenance Affiliated

Crew Members
Impractical for operation in highway work zones 13 12

Unpleasant experience with devices 4 5
Influence on the performance such as vision obstruction 16 21
Slow and painful adaptation to the technology as a routine 4 8
Unreliability of the devices in identifying potential dangers 19 24
Repetitive false alarms and loss of your trust in devices 17 29

None 23 7
Other 11 12

Table 3. Chi-square independence test on the collected data and the corresponding p-values
Question Wristband Clothes Watch Glasses Hats
1 0.25 0.013 0.07 0.309 0.09
2 0.26 0.15 0.63 0.39 0.64

34 from affiliated participants). This was followed by the
state of Virginia with 6 participants from the maintenance
crew and 8 from affiliated ones. The states of Florida,
Georgia, Indiana, Pennsylvania, and Texas also had some
representatives in this survey. Finally, we received one
response from a crew member who mentioned to be based
in Canada.

4.2 Questionnaire Results

Among our participants, 28 mentioned that they are at
least 55 years old. 78 participants also mentioned that
their age is between 36 and 55 years (37 in 36-45 and 41
in 45-55). Moreover, only 10 participants mentioned to
be less than 25 years old. Therefore, it is safe to conclude
that while we have a fairly acceptable diversity from differ-
ent age groups, the majority of our participants are either
middle-aged or seniors. Additionally, 92 out of 128 partic-
ipants mentioned that they had been working in the field of
highway operation and maintenance for at least 10 years.
Only 13 participants mentioned that they were novice with
having 0-2 years of experience. 13 people also mentioned
that they had been actively involved in this field for at
least 3 to 5 years. Therefore, we can also conclude that
the majority of our participants were experienced-enough
with the hazards of highway work zones. Finally, only 22
participants (roughly 17 percent) mentioned that the had
previous experience with wearable technology while they
were present in a highway work zones.
Figure 1 illustrates the responses from our participants

to Question 1. Figure 1 (a) represents the responses from
the maintenance crew and Figure 1 (b) demonstrates the
responses from affiliated members. Moreover, Figure 2
visualizes the responses that we received from (a) mainte-
nance crew and (b) affiliated members to Question 2. Fur-
thermore, Table 2 summarizes the major concerns of our
participants toward using wearable technology in highway
work zones as a safety measure.

4.3 Statistical Analysis

In this section, we statistically analyzed the collected
data to further investigate our research questions. We first
used goodness-of-fit version of chi-square test on all of
the collected samples to investigate whether the difference
among the number of votes in each category of collected
data for both Question 1 and Question 2 in all provided
wearable options are statistically significant. That resulted
in 20 tests and the results are summarized in Table 1. The
obtained p-values are all less than the traditional 0.05 sig-
nificance cut-off, and therefore mean that the differences
among the collected samples in different categories are
statistically significant.
Finally, we used the independence version of the chi-

square test to statistically compare the responses from both
groups and investigate whether groups show a statistically
different behavior toward wearable technology. We used
this test 5 times in each question (10 times in total), and
the results are summarized in Table 3. This table illus-
trates that with the exception of practicality of clothes, all
obtained p-values are larger than the traditional 0.05 level
of significance. This denotes that the collected samples
are independent from each other, and the null hypotheses
of Chi-squared test, which is the samples are independent,
is kept.

5 Discussion
In this section, we are discussing our results. Figure

1 shows that while the majority of the maintenance crew
seems to feel neutral about the practicality of the selected
wearable devices, affiliated members viewed the practi-
cality of wearable technology more positively. In spe-
cific, they think that smart clothes and glasses would be
a suitable option in highway work zones. This could be
attributed to the potential experience with lighting vests
and safety glasses, two common "wearable" safety items
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in the highway construction industry. Similarly, we can
identify a similar pattern in Figure 2 that illustrates the
likelihood of using wearable technology in the future. As
observed, maintenance crew participants feel more neu-
tral toward using wearable technology in the future and
affiliated members are more likely to use werables, espe-
cially smart clothes and glasses. Lack of prior experience,
age, job description, and technology resistance all could
possibly contribute toward this neutral feeling of the main-
tenance crew.
Moreover, Table 2 summarizes the responses of our

participants to Question 3. This table indicates that most
affiliated members and maintenance crew feel that wear-
able technology is not reliable and trustworthy enough
to be used in highway work zones. Both personas cited
repetitive false alarms and the unreliability of devices as
their major concerns. Participants also recognized the
lack of prior experience, the additional burden of wear-
able technology on top of the already existing PPE items,
and being a potential source of distractions as their ma-
jor concerns. The cost was another factor that affiliated
members raised. Finally, Table 3 indicates that the main-
tenance crew and affiliated members showed a different
behavior toward both the practicality and the likelihood
of using wearable technology in the future across almost
all of the provided wearable options. This further corrob-
orates our initial assumption that affiliated members and
maintenance crew might have different opinions and be-
liefs toward wearable technology due to the differences in
their job descriptions and other possible contributors, and
our personification was on point. As we discussed, this
difference was also reflected in their perception toward
the practicality and the likelihood of using wearable tech-
nology illustrated in Figures 1 and 2. Deep investigation
of this difference, identifying major contributors to these
persona creation, and studying the unique needs of each
persona could be interesting future research directions.

6 Conclusion
In this article, we reported our early efforts in investi-

gating the perception and preferences of highway workers
toward wearable technology for safety-related purposes.
We involved the community of highway maintenance and
operation in the research through a survey and actively pur-
sued their perception, thoughts and ideas toward wearable
technology. Our results indicate a notable potential for fu-
ture development and investment in wearable-enabled for
highway work zones. Future studies can analyze the per-
ception of highway workers by developing more intensive
TechnologyAcceptationModels (TAMs), early prototypes
and other tools to further investigate what highway work-
ers think of wearable technology,and how such devices can
be assimilated into the work zones.
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Abstract –  

Construction robots have the potential to 
increase construction productivity at job sites and 
can help overcome industry challenges such as labor 
shortage and safety risks. User-friendly interfaces 
are critical for advancing human-robot work 
collaboration and increasing use of construction 
robots. However, human-robot interfaces in the 
context of construction industry applications have 
been investigated to a limited extent only. This paper 
proposes a novel sensor-based framework which 
integrates eye tracking and hand gesture recognition 
for human-robot interaction in construction. 
Specifically, it begins with visual detection of 
construction machines in the first-person views. 
Then, the machine-of-interest is determined based 
on the detection results and human gaze points. 
Finally, a real-time hand gesture recognition system 
is employed for conveying messages to the machine 
to guide its operations. So far, the proposed 
framework was tested in a laboratory setting using a 
robotic dump truck. The results showed that the 
proposed framework could serve an effective 
interface to support the interactions between 
workers and construction machines. 

 
Keywords – 

Wearable Sensors; Eye Tracking; Hand Gesture 
Recognition; Human-Robot Interface 

1 Introduction 
The construction industry is facing a unique set of 

challenges, such as low productivity, poor safety 
records, labor shortage [1,2], etc. Through years of 
development, construction robots and  autonomous 
machines have demonstrated their potential to improve 
the construction industry [3]. They have the functional 
ability to perform construction tasks that are impossible, 
undesirable, or unsafe for human workers [4]. Also, 

construction robots have the potential to enhance quality 
and efficiency of job site operations [5].  

Recent advances in robotics make it possible for 
human-robot collaboration on construction sites [6,7]. 
This collaboration helps workers transfer some of their 
current duties to robots and instead devote their effort 
on high-level planning and cognitive work as robot 
supervisors [8]. Human workers can also benefit from 
the assistance of robots in performing repetitive 
physically-demanding tasks [6]. To maximize the 
benefits from human-robot work collaboration, a user-
friendly interface is critical to support their interactions. 
However, human-robot interfaces in the context of 
construction is a less explored field [9]. 

A variety of interfaces, including visual displays, 
hand gestures, speech language, and eye tracking, have 
been developed for human-robot interactions in various 
industries [10–13]. Among them, non-verbal 
communication, such as hand gestures and eye tracking, 
is deemed to be an effective channel in noisy 
construction environments [12]. As natural and intuitive 
interfaces, they can provide a standard mode for 
workers from different backgrounds and cultures to 
convey correct instructions to a robot [14]. 

 There are many research studies proposed for 
developing human-robot interfaces based on different 
types of sensors. The employed sensors include 
electromyography (sEMG) sensors [15], Inertial 
Measurement Unit (IMU) [16], radar sensors [17], 
infrared technology [18], etc. These studies aimed to 
interpret subjects’ intentions [16], understand sign 
language [19], express human emotions [18], etc. They 
either relied on hand-crafted features [15] or deep neural 
networks [20]. The results illustrated the potential of 
deep neural networks for performing recognition with 
excellent learning ability. 

 Although the performance of existing interfaces is 
promising, one significant challenge they face is in 
dealing with uncertainty and ambiguity that commonly 
arise in unstructured and dynamic environments such as 
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construction sites. It has been well noted that one type 
of sensor data may not be enough to address the 
uncertainty and resolve unambiguity. This paper 
proposes a sensor-based framework which integrates 
eye tracking and hand gesture recognition for human-
robot interaction in construction. In this approach, 
visual detection of construction machines is first 
conducted using first person view frames. Based on the 
detection results and gaze points, the machine-of-
interest is then defined. Finally, a real-time system is 
employed for hand gesture recognition. The recognized 
gesture would be sent to the machine-of-interest. The 
effectiveness of the framework was tested in a 
laboratory study to interact with a robotic dump truck. 
The results showed that the proposed framework can be 
used to serve as an effective interface for workers to 
interact with construction machines. 

2 Related Work 
Various research studies have been conducted to 

develop human-robot interfaces. They relied on hand 
gesture recognition, eye tracking, smart glasses, etc. An 
overview of these studies is provided below. 

2.1 Hand Gesture Recognition 
Hand gestures, as a common way to express intent, 

have various applications in human machine interaction 
due to their simple, yet effective, nature [21–24]. 
Various research studies have been conducted to 
achieve hand gesture recognition. They can be classified 
into two categories, vision-based methods [23,25] and 
wearable sensors-based methods [26,27], depending on 
the type of data source they relied on. Vision-based 
methods generally relied on hand-crafted features, such 
as Improved Dense Trajectories (iDT) [28] and Mix 
Features Around Sparse Keypoints (MFSK) [29]. With 
technical development, the use of deep learning 
technologies has become mainstream in gesture 
recognition. For example, Molchanov et al. [24] 
combined 3D Convolutional Neural Network (CNN) 
with recurrent layers to perform simultaneous detection 
and classification of dynamic hand gestures. The 
recurrent 3D-CNN enabled the gesture classification 
without requiring explicit pre-segmentation. Cao et al. 
[30] presented a framework of C3D+LSTM+RSTTM 
which augmented C3D with a recurrent spatiotemporal 
transform module. The presented framework could not 
only capture short-term spatiotemporal features but also 
model long-term dependencies. Köpüklü et al. [23] 
proposed a hierarchical CNN structure to realize the 
real-time hand gesture recognition. The proposed 
architecture firstly employed a detector which was a 
lightweight 3D-CNN to detect the existence of hand 
gestures and then utilized deep 3D-CNNs to classify the 

detected gestures. 
Motion sensory data provide an alternative data 

source for hand gesture recognition. For instance, Su et 
al. [31] presented a robust hand gesture recognition 
framework based on random forests. The random forests 
were established using improved decision trees which 
included the pre-classifiers to avoid the 
misclassification of gestures with similar features. Côté-
Allard et al. [32] applied CNNs on aggregated data from 
multiple users to identify hand gestures. In their work, 
CNNs were combined with transfer learning to decrease 
the data requirement of the training model. Fang et al. 
[27] designed a new CNN architecture named SLRNet 
to achieve dynamic gesture recognition. The CNN 
architecture extracted the features of two hands and 
fused the features into the fully connected layer. Yuan et 
al. [20] proposed an improved deep feature fusion 
network to detect long distance dependency in complex 
hand gestures. In their work, a LSTM model with fused 
feature vectors was introduced to classify complex hand 
motions into corresponding categories.  

2.2 Eye Tracking  
Conventionally, eye tracking has been regarded as 

one of the most visible cues for user behavior/intention 
recognition [33]. There are many efforts dedicated to 
developing reliable eye tracking-based methods. Zhang 
et al. [34] presented a novel eye tracking-learning-
detection algorithm with tracking feedback. The 
detection area was adjusted adaptively and narrowed by 
the tracking feedback to adapt to situations where the 
human eye was partially blocked or had morphological 
changes. Santini et al. [35] introduced a novel method 
named Pupil Reconstructor with Subsequent Tracking 
(PuReST) for fast and robust pupil tracking. The 
PuReST consists of three distinct parts: initial pupil 
detection, shared tracking preamble, outline and greedy 
tracker. Laddi and Prakash [36] proposed an 
unobtrusive and calibration-free framework for an eye 
gaze tracking based interface for a desktop environment. 
The proposed eye gaze tracking involved a hybrid 
approach wherein the unsupervised image gradients 
method computed the iris centers over the eye regions 
extracted by the supervised regression-based algorithm. 
Cubero and Rehm [37] relied on eye tracking to obtain 
eye gazes and then developed an LSTM-based machine 
learning model to classify human intent. As the 
technology matures, commercial eye tracking products 
such as Tobbi glasses 3 [38] and Pupil Core [39] are 
becoming available in the market and have various 
potential fields of application. 

2.3 Smart Glasses 
There are other commonly used human-robot 
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interfaces including augmented reality (AR) / mixed 
reality (MR) / virtual reality (VR) glasses, etc. For 
example, Wang et al. [40] presented a method of 
manufacture assembly fault detection based on AR. The 
augmented information interactions made the 
manufacturing and assembly inspection process more 
visual and intuitive. Du et al. [41] proposed a novel 
teleoperation method that allowed users to guide robots 
through a combined form of AR glasses and Leap 
Motion Controllers. Users could observe the virtual 
robot from an arbitrary angle, which enhanced the users’ 
interactive immersion and provided more natural 
human-machine interaction. Wallmyr et al. [42] 
employed MR interfaces to display information within 
the excavator operators’ field of view, which enhanced 
information detectability through quick glances. This 
practice could help lower operator’s mental workload 
together with an improved rate in detection of presented 
information. However, their main adoption limitation 
lies in the expensive hardware and training; and also the 
AR and MR technologies behind those smart glasses are 
still not mature and/or suitable enough for engineering 
and construction [43].  

3 Proposed Framework 
The overview of the proposed framework is 

illustrated in Figure 1. The framework consists of three 
components: visual detection, machine-of-interest 
generation, and hand gesture recognition. Specifically, 
the visual detection of construction machines from first 
person view frames is first conducted. Based on the 
detection results and gaze points, the machine-of-
interest is then generated. Finally, a real-time system is 
employed to achieve hand gesture recognition. 

 

 
Figure 1. Framework for human-robot 
collaboration 

3.1 Visual Detection 
In this component of the framework, an object 

detection algorithm is employed to extract the regions of 
construction machines in video sequences. YOLOv3 [44] 
is selected in this study to detect the construction 

machines because many research results have verified 
the high performance of YOLOv3 in various 
construction object detection scenarios [45,46]. The 
YOLOv3 system can be generally divided into two steps: 
feature extraction and detection. First, Darknet-53 is 
applied to extract features of the whole image and 
obtain feature embeddings at different scales. Then, 
these features are fed into different branches of the 
detector to get bounding boxes and class information. 
The coordinates of bounding boxes from the detection 
results are then used as the input for the object-of-
interest generation process. 

3.2 Machine-of-Interest Generation 
In this component of the framework, the machine-

of-interest is generated based on the bounding boxes of 
construction machines and gaze points. This component 
can be divided into three steps: synchronization for the 
bounding boxes and gaze points, determination of the 
machine-of-interest, and interaction mode triggering. 
First, the bounding boxes and gaze points are 
synchronized based on a unified timestamp since they 
are produced or derived from different sensors. Then, 
the machine is determined as the machine-of-interest if 
the gaze point resides in its bounding box. As for the 
triggering of the interaction mode, if the gaze points 
stay in the bounding box of the machine-of-interest for a 
duration longer than a threshold τ , the machine will 
enter the interaction mode and the hand gesture 
recognition component can then be applied to convey 
messages to the machine; otherwise, it means that the 
framework is not confident regarding which machine 
the user desires to interact with. It should be noted that 
the selection of τ depends on how likely the user 
intends to trigger the interaction mode. Here, based on 
preliminary trials,τ has been set as 0.3 second.  

3.3 Hand Gesture Recognition 
The purpose of this component of the framework is 

to apply a hand gesture recognition system to convey 
messages to the object-of-interest. Specifically, the 
accelerometer and gyroscope signals are directly 
captured from sensors attached on fingers as raw data. 
Several techniques including sampling rate 
synchronization and Z score normalization are used to 
preprocess the raw data. Then, a sliding window 
approach is designed to achieve real-time classification 
of hand gestures. With the signals coming in 
continuously, the window moves through the whole set 
of signals and the preprocessed data in the latest 
window are fed into a Fully Convolutional Network 
(FCN)-based classifier to achieve hand gesture 
recognition. If the highest probability of the classifier is 
more than a threshold θ, the identification of the hand 
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gesture is confirmed. Here, based on preliminary trials, 
θ has been set as 0.95. 

 

 
Figure 2. The architecture of FCN classifier 

The FCN developed by Wang et al. [47] is selected 
here since it is superior for multivariate time series 
classification tasks compared to other deep learning 
networks [48]. Figure 2 shows an overview of the FCN 
architecture. It comprises three convolutional blocks 
where each block contains three operations: a 
convolution followed by a batch normalization whose 
result is fed to a ReLU activation function. The result of 
the third convolutional block is averaged over the entire 
time dimension which corresponds to the Global 
Average Pooling (GAP) layer. Finally, a traditional 
softmax classifier is fully connected to the GAP layer’s 
output.  

4  Implementation and Results 

4.1 Sensor Selection 
Pupil Core [39] is employed as the eye tracking 

device to get the first person view frames and track the 
eye gaze points. It is selected since Pupil Core is an 
open-sourced software, which is conducive for user 
developments. The structure of Pupil Core is shown in 
Figure 3. A scene camera is mounted on the front of the 
eye tracking device to get the first-person view frames. 
Two eye cameras are facing towards two eyes, 
separately, to obtain their gaze points. 

 

 
Figure 3. The structure of Pupil Core (adapted 
from [39]) 

To capture the hand motions, Tap Strap 2 [49] is 
selected as the wearable sensor. Compared to other 
wearable sensors like data gloves which are not easy or 
comfortable to wear, the Tap sensor is portable, 
lightweight and easy to wear on the fingers. This is 
beneficial for the construction workers to complete the 
tasks using their hands. As shown in Figure 4, the Tap 
sensor includes five 3-axis accelerometers and one IMU 
(3-axis accelerometer + 3-axis gyroscope). The five 
accelerometers are located at five fingers, separately, 
while IMU is placed on the thumb. In total, there are 21 
signal channels captured by the Tap sensor.  

 
Figure 4. The structure of Tap Strap 2 

4.2 Offline Training for Hand Gesture 
Recognition 

The offline training has been conducted on an 
Ubuntu Linux 64-bit operating system. The hardware 
configuration is as follows: an Intel® Core™ i7-4820K 
CPU (Central Processing Unit) @ 3.70 GHz, a 32 GB 
memory, and an NVIDIA Titan Xp DDR5X @ 12.0 GB 
GPU (Graphics Processing Unit).  

The dataset created in [50] was employed to conduct 
offline training for hand gesture recognition. The dataset 
is randomly split into training (66.7%), validation 
(16.7%) and test (16.6%) sets, resulting in 128 training, 
32 validation and 32 test gestures.  

For training, the learning rate and the batch size are 
set as large as possible, i.e., 0.0001 and 16, respectively. 
When the loss is steady, the learning rate is reduced 
with a fixed decay factor which is set to 10. Stochastic 
gradient descent is employed as the optimizer. Table 1 

331



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

provides a summary of the recognition performance of 
FCN. The accuracies on validation and test sets are 96.9% 
and 87.5%, respectively. The inference time achieved 
on validation and test sets are 0.13 second and 0.14 
second, respectively. 

Table 1. Recognition performance of FCN 

Indexes Validation set Test set 
Accuracy 

(%) 96.9 87.5 

Inference 
time (s) 0.13 0.14 

4.3 Laboratory Study 
A laboratory study was conducted to test whether 

the proposed framework could serve as an interface to 
help workers control and/or interact with construction 
machines. Specifically, the user was asked to stare at the 
construction machine he/she intended to interact with 
and then perform hand gestures. The first-person view 
frames and gaze points were captured by a Pupil core 
while the hand motions were obtained by a Tap sensor. 
All these data were transferred to a computer and input 
into the framework in real time. Based on the 
recognition results, the corresponding instructions 
would be sent to a remote controller, where the control 
signals would be transmitted to operate the truck model 
remotely. 

Figure 5 shows an example of using the proposed 
framework to remotely control a toy truck to lift its 
dump box. The user first stared at the truck and made 
the hand gesture of “hoist” to request the truck model to 
lift its dump box. The gesture was captured by the 
framework and the corresponding instruction was sent 
to the truck model through the remote controller. 
Following the instruction, the truck model lifted its 
dump box gradually (Frames 185 and 221). After a short 
pause, the user stared at an irrelevant place and 
performed the gesture of “hoist” again. Since the truck 
did not enter the interaction mode, no recognition 
results were incurred (Frames 374 and 401). 

Although the laboratory study illustrated the 
feasibility of using the proposed framework as human-
robot interface, there are still several technical 
challenges to be addressed before it can be applied at 
construction sites. First, the performance of the 
framework highly depends on visual detection of 
construction machines. Considering that construction 
sites are complex and cluttered with tools, materials, 
workers, etc. The trained detection model needs to be 
robust to accommodate such complicated characteristics 
of the environment. Second, the gaze point accuracy is 
critical for determining which machine the user intends 
to interact with. However, several complicating factors 

at construction sites, such as diverse weather conditions 
and sunlight intensities, pose challenges for accurate 
estimation of eye gaze points. 

 

 

 

 
Figure 5. Demonstration of integrated eye-
tracking and gesture-based control 
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5 Conclusions and Future Work 
While construction robots have the potential to offer 

significant benefits to the construction industry, their 
increased adoption will require user-friendly interfaces 
for human-robot collaboration. So far, work on human-
robot interfaces in the context of the construction 
domain is limited. This paper has proposed a sensor-
based framework which integrates eye tracking and 
hand gesture recognition for human-robot interaction in 
construction. The framework comprises three 
components: visual detection, machine-of-interest 
generation, and hand gesture recognition. The 
effectiveness of the framework was tested with a 
laboratory study to interact with a robotic dump truck. 
The results show that the proposed framework is 
suitable for developing an interface to help workers 
interact with construction machines. 

Future work will focus on including more classes of 
construction gestures into the dataset to make the 
training and testing of hand gesture classifiers more 
robust. Additionally, it will investigate the development 
of a human-robot interaction system using the proposed 
framework. 
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Abstract –  

The acceptance of concrete printing as a viable 
construction method is limited because of a lack of 
expertise and due to the heterogeneous and non-
standardized nature of additive manufacturing (AM) 
data modeling, affecting the reliability and the 
interoperability of the concrete printing process. To 
advance standardization of AM data modeling in 
concrete printing, information exchange 
requirements must be defined along the digital thread, 
i.e. the digital workflow that transforms 3D models 
into printed components. In this paper, a 
requirements analysis of AM for concrete printing is 
conducted through a systematic review. The AM 
process for concrete printing is defined, identifying 
information exchange requirements. Sources relevant 
to AM and concrete printing are systematically 
reviewed, collecting and analyzing attributes of the 
information exchange requirements for concrete 
printing. As a result, the requirement analysis serves 
as basis to standardize the digital thread, in an 
attempt to advance reliability and interoperability of 
the concrete printing process. 

 
Keywords – 

Additive manufacturing (AM); Concrete printing; 
Data modeling; Information exchange requirements; 
Requirement analysis 

1 Introduction 
In the architecture, engineering, and construction 

(AEC) industry, research has been conducted to automate 
construction processes that are based on additive 
manufacturing (AM). AM allows structures to be built in 
a layer-by-layer basis, employing computer-controlled 
processes [1]. Using printable concrete, large-scale 
building components have been manufactured by 
deploying concrete-based AM processes, also referred to 
as concrete printing [2]. In concrete printing, 
interdependencies of the material and the manufacturing 
process affect the quality of manufacturing, thus the 
quality of the printed components. To ensure high-quality 

concrete components by successfully conducting 
manufacturing processes, expertise and a common 
understanding of concrete printing are required [3]. The 
acceptance of concrete printing as a viable construction 
method has been limited due to a lack of expertise and 
understanding and because of the heterogeneous and 
non-standardized approaches commonly deployed for 
AM data modeling, for material testing, and for 
manufacturing, each of which affecting the reliability and 
interoperability of the concrete printing process. New 
data modeling approaches proposed for concrete printing, 
encompassing the digital workflow to transform 3D 
models into printed components (i.e. digital thread), have 
to be developed to improve reliability and 
interoperability. Synergies between conventional AM 
methods and concrete printing can be exploited to 
formally describe AM data modeling for concrete 
printing.  

In concrete printing, actors of heterogeneous domains 
(e.g. design, engineering, material sciences, and machine 
operation) collaborate along the digital thread to 
transform the 3D models into printed components, 
exchanging information to perform concrete printing 
tasks and subprocesses. Information exchange 
requirements describe information of a task or 
subprocess (i.e. a set of tasks) that are exchanged 
between the actors to enable downstream tasks or 
subprocesses [4]. However, information exchange 
requirements along the digital thread have not been 
clearly defined, causing a loss of semantic information 
and a lack of interoperability. Concepts of building 
information modeling may advantageously be used to aid 
the standardization of the information exchange 
requirements, preserving semantic information and 
improving interoperability along the digital thread, while 
further advancing the acceptance of concrete printing as 
a viable construction method. 

In this paper, a requirements analysis of AM for 
concrete printing is conducted through a systematic 
review. Information exchange requirements are defined, 
following the methodology developed for information 
delivery manuals known widely used in building 
information modeling (BIM), which documents 
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processes and describes the corresponding information to 
be exchanged between the actors [4]. The paper is 
organized as follows. First, the AM process for concrete 
printing is defined and the information exchange 
requirements are identified. Second, sources relevant to 
AM and concrete printing are systematically reviewed to 
collect attributes of the information exchange 
requirements along the digital thread in concrete printing. 
The information exchange requirements are analyzed, 
using AM design and optimization as well as AM process 
planning as illustrative examples. The paper concludes 
with a summary and an outlook on potential future 
research. 

2 Additive manufacturing process for 
concrete printing 

An extract of the digital workflow for concrete 
printing, from design to print, is represented as a process 
map shown in Figure 1. A process can be nested, and it 
may contain subprocesses. A process (as well as a 
subprocess) is a set of tasks that are interrelated or that 
interact with one another, transforming inputs into 
outputs. The process map shown in Figure 1 is based on 
[5] and follows the business process modeling notation. 
Four main actors participating in the workflow are 
identified: designer, engineer, material scientist, and 
machine operator. The actors develop specific tasks or 
subprocesses (differentiated by colors), where the data 
generated in the tasks or in the subprocesses is exchanged 
among the actors, following a sequence that translates 3D 
models into printed objects. 

As can be seen from Figure 1, the AM process starts 
with design concepts, from which design specifications 
are defined. With the design specifications, geometric 
models are generated considering manufacturability, and 
manufacturing hardware is selected. Settings for the 
manufacturing hardware are defined to design the 
material (concrete) in an iterative process, until satisfying 
the design specifications. Once the material is designed, 
material specifications are generated. Then, the 
geometric models are sliced and toolpaths are planned 
according to the process data and the material 
specifications. Within the subprocess of toolpath 
planning, simulations of the manufacturing process and 
of the material are carried out. The subprocess of toolpath 
planning has AM models as outputs. Then, the AM 
models are evaluated and, if accepted, the AM models are 
used as basis to generate machine-readable code (CNC 
code) that provides the instructions for manufacturing. 

Data modeling in concrete printing has synergies with 
the data modeling approaches used for conventional AM 
methods, where efforts to standardize basic requirements 
have been described in [6]. However, considerations 
regarding the interdependencies of the concrete and the 

manufacturing process are to be included in the 
information exchange requirements. A common data 
model will support interoperability along the digital 
thread as well as data collection and storage. For the sake 
of brevity, only the consideration of the material 
interdependencies in the semantics of AM design and 
optimization and of AM process planning are reviewed 
in this paper. In the following section, the requirements 
of AM for concrete printing are reviewed and analyzed, 
focusing on AM design and optimization as well as on 
AM process planning as illustrative examples. 

3 Review and analysis of requirements of 
additive manufacturing for concrete 
printing 

In this section, the systematic review and the analysis 
of the requirements of AM for concrete printing are 
presented. Due to the synergies between AM and 
concrete printing, sources relevant to both areas are 
systematically reviewed. First, the systematic review of 
the sources is provided. Then, the requirements analysis 
according to completeness and interoperability is 
presented. 

3.1 Systematic review 
The review methodology comprises three steps, (i) 

source selection, (ii) data collection, and (iii) data 
organization. Sources, precisely standards, current 
research (i.e. journal papers and conference papers) and 
software applications, are selected for the review to 
answer the question “what information is necessary for 
data modeling of concrete printing?” The papers are 
indexed in the Web of Science Core Collection, in the 
Scopus database, or in the American Society of 
Mechanical Engineers digital collection. An initial search 
using keywords such as “additive manufacturing”, 
“digital fabrication”, or “3D printing” together with 
“concrete”, “ontology”, “modeling”, “simulation”, 
and/or “digital thread” is carried for the period between 
2015 and 2021. Publications with sufficient citations and 
with documentation of parameters relevant to data 
modeling in AM and in concrete printing are selected. 
Additionally, software applications commonly used in 
AM and concrete printing are selected according to 
availability of user manuals and implementation in 
documented studies. A total of 30 sources relevant to AM 
and concrete printing have been selected: 5 standards, 17 
journal papers, 6 conference papers, and 2 software 
applications. From the sources, attributes of the 
information exchange are collected and organized in 
information units. In the following paragraphs, an 
overview of the systematic review is presented. 
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Figure 1. Extract of the process map describing the AM process for concrete printing 

 
Existing standards for AM define terminology, data 

formats, and data models are used to exchange 
information for geometric representation and for 
hardware control. The standard terminology for AM 
technologies is defined in the ASTM F2792 standard [1], 
categorizing AM technologies. There are three main data 
format standards for geometry representation: standard 
tessellation language (STL), additive manufacturing 
format (AMF), and 3D manufacturing format (3MF). The 
STL format is the de-facto standard in AM. An STL file 
is an unordered collection of triangles, vertices, and 
unitary surface normal vectors in binary or ASCII format 
[7]. AMF is an ASTM/ISO standard (ISO/ASTM 52915), 
which extends STL to include dimensions, curved facets, 
recursive subdivision, color, material, constellation 
descriptions, and metadata. AMF is based on extensible 
markup language (XML), providing an XML-based 
schema definition (XSD) for AM technologies [8]. 3MF 
is an XML-based data format that provides broad model 

information, such as mesh topology, slices, color, 
material, and texture, allowing multiple objects to be 
contained within a single archive [9]. 

For hardware control, there are two main standards: 
G-code and the STandard for the Exchange of Product 
model data compliant Numerical Control (STEP-NC). 
The ISO 6983 standard [10], also known as G-code, is 
widely used as a numerical control (NC) programming 
language. G-code supports hardware control in AM 
processes, defining motion and action commands in 
sequential lines [7]. The STEP-NC extends the ISO 
10303 standard in ISO 14649 and defines a data model 
for numerical controllers. STEP-NC provides control 
structures for the sequence of working steps and 
associated machine hardware functions specified in the 
EXPRESS language [11]. 

In the following paragraphs, current research in AM 
and concrete printing, published between 2015 and 2021, 
is organized according to the research topic. Table 1 
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presents an overview of the research topics and the 
related references. Below, a brief overview per research 
topic is presented. 

Relevant to process and geometry parameters, the 
implementation of AM in the AEC industry has been 
reviewed in [2], while in [3] technical issues in concrete 
printing have been described. A framework to classify 
process used in concrete printing has been defined in [12]. 
Process parameters and the impact on the manufacturing 
process has been studied in [13]. Strategies to improve 
the control of the manufacturing process have been 
proposed by using sensing technologies [14] and by 
simulating the manufacturing process to optimize process 
parameters [15]. The interactions between geometry 
parameters and process parameters, including the 
manufacturing process, have been studied for concrete 
printing [3] and for conventional AM methods [16]. 

Material parameters and the interactions with the 
manufacturing process have been reviewed in [17]. 
However, technical issues regarding material parameters 
are still open points, as discussed in [3]. Research 
regarding material parameters in concrete printing has 
been focused mainly on material development [18], on 
material testing for fresh concrete [19], and on the impact 
of the manufacturing process on material parameters [20]. 

Modeling and simulations in AM are used to simulate 
and optimized the manufacturing process [21], analyze 
the material [20], and to predict the structural stability of 
printed components during manufacturing [15]. 
Numerical modeling and simulations have been used to 
predict the concrete flow to determine optimal 
rheological requirements of the concrete [22]. Perrot et al. 
[23] have discussed the implementation of analytical and 
numerical tools to assess the concrete printing process as 
a function of the material properties, the geometry of the 
components, and the process parameters (e.g. 
manufacturing hardware settings). 

AM-related ontologies are formal descriptions of the 
field of AM (or subfields), where concepts and 
relationships are defined. Ontologies contain the current 
knowledge in AM and can be extended to support future 
knowledge. The semantics of AM technology have been 
defined based on STEP-NC [7]. Ontologies have been 
developed to support manufacturability analysis [24], 
interoperability for data management [25], and lifecycle 
data management [26]. Similarly, ontologies have been 
developed specifically for the digital thread of metal-
based AM [5] and for developing BIM-based concrete 
printing [27]. 

BIM-related research in AM has been developed to 
integrate AM into the AEC industry. BIM concepts, 
providing semantic and geometric information, have 
been used to digitalize life-cycle information of buildings 
and infrastructure. Paolini et al. [2] as well as Gradeci et 
al. [28] have discussed the benefits of coupling AM and 

BIM for data modeling. Using an open BIM standard, 
such as the Industry Foundation Classes (IFC), data can 
be managed and exchanged between software 
applications used for AM and software applications used 
in the AEC industry, maintaining semantic and geometric 
information. Research has been conducted to couple 
concrete printing and BIM, showing the potential of 
BIM-based concrete printing, focusing on data retrieval 
from BIM models [29] and on IFC-based descriptions of 
process and material parameters [30]. 

Table 1. Overview of research topics related to AM and 
concrete printing 

Research topic Qty. of 
references 

References 

Process and geometry 
parameters 18 

[2-3, 5, 7, 12-
17, 20-21, 24-

27, 29-30] 

Material parameters 12 [3, 13, 15, 17-
23, 27, 30] 

Modeling and 
simulation 5 [19-23] 

AM-related 
ontologies 7 [5, 7, 24-27, 

30] 

BIM-related research 6 [2, 16, 27-30] 

 
Software applications used to develop concrete 

printing projects help determine the information 
generated in tasks along the digital thread (input and 
output parameters). Functionalities in the AM software 
applications support AM design and optimization as well 
as AM process planning. Software applications for AM 
design and optimization are usually based on computer-
aided designs and enable geometry optimization. 
Software applications for AM process planning are 
commonly used for slicing and toolpath planning, 
creating manufacturing models. Complex AM software 
applications for AM process planning also support 
simulations of the manufacturing process where the 
effect of toolpaths and hardware settings can be evaluated 
to ensure buildability. The user manuals of common AM 
software applications, such as Cura slicer [31] and Slic3r 
[32], provide insight into the input and output parameters 
needed for AM design and optimization and AM process 
planning. 

Due to the nature of concrete printing, vendors have 
developed proprietary solutions for the manufacturing 
hardware used for concrete printing (i) by modifying 
existing AM software or (ii) by developing software tools. 
In the first case, open-source and proprietary software 
applications for slicing and toolpath planning have been 
modified to fit specific manufacturing hardware used for 
concrete printing. In the latter case, computer-aided 
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design software applications have been coupled with 
programming environments to develop specialized 
software tools for concrete printing. Moreover, 
simulation software applications commonly used in the 
AEC industry have been used to conduct simulations of 
the manufacturing process and of the material behavior 
to predict the structural performance of printed 
components, as shown in [19]. 

To streamline the digital thread in concrete printing, 
attributes of the information exchange requirements are 
collected and organized into information units from 
standards, current research and software applications. In 
the following subsection, the requirement analysis 
relevant to AM design and optimization as well as AM 
process planning is presented. 

3.2 Requirements analysis 
From the previous review, the attributes of the 

information exchange requirements have been collected 
in the following tables and organized into information 
units. The attributes are analyzed according to 
completeness (i.e. if an attribute is required or optional) 
and interoperability. The attributes have been discussed 
with experienced users from the domains of robotics, 
material science, civil engineering, and mechanical 
engineering. The experienced users, hence, provide 
insight in the completeness and interoperability of the 
attributes via a short survey. 

Completeness of the information exchange 
requirements avoids redundancies and ensures the 

inclusion of all attributes necessary to manufacture a 
component. Interoperability is supported when the 
semantics of the information exchange requirements are 
preserved when transitioning between actors and tasks. 
Hence, satisfying completeness and interoperability of 
the information exchange requirements provides a strong 
basis for a common understanding between actors, 
enhancing the reliability of concrete printing. The 
information exchange requirements are discussed in the 
following paragraphs, focusing on AM design and 
optimization as well as on AM process planning for 
illustration purposes. 

In AM design and optimization, geometric models are 
generated from conceptual designs. The main 
information exchange requirements are design concepts 
and design specifications (Table 2). The design concepts 
include the geometry pre-design and information 
regarding material, print location, structural 
characteristics, and structural boundary conditions. From 
the design concepts, design specifications are defined 
regarding AM process, material requirements, geometric 
tolerances and geometric requirements. As output, 
geometrical models (e.g. BIM models) are generated 
according to design and hardware specifications and can 
be further be optimized with respect to manufacturability, 
topology, structural performance, and geometric 
tolerances. In Table 2, prerequisites of the information 
exchange requirements for design specifications are 
highlighted in gray. 

 

Table 2. Information exchange requirements for design specifications 

Type of information Information needed Rqd. Opt. 

Design concept The design concept will have been carried out prior to define the basic 
requirements 

  

AM process 

Requirements for the AM process   
• AM process type X  
• Machine type X  
• Reinforcement type  X 

Material requirements 

Requirements for the materials according to the AM process 
requirements. 

  

• Main material selection (e.g. reinforced high-performance concrete) X  
• Support material selection (e.g. plaster) X  
• Reinforcement material selection (e.g. carbon fibers)  X 
• Main material minimum strength (e.g. 30 MPa) X  

Geometric tolerances 

Allowed tolerances in the geometric precision of the printed 
component/structure 

  

• Deformation under self-weight X  
• Deflection under self-weight X  
• Allowed shrinkage X  

Geometric requirements 

Requirements for the geometric details according to the AM process 
(e.g. machine type) and materials requirements 

  

• Maximum overhang angle X  
• Minimum feature size X  
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Table 3. Information exchange requirements for process data 

Information unit Attributes Rqd. Opt. 

Basic requirements The basic requirements will have been carried out prior to defining the 
process data 

  

Hardware specifications The hardware specifications will have been carried out prior to 
defining the process data 

  

Feedback data Feedback from previous manufacturing processes   

Strategy 

Printing strategy for the AM process   
• Layer-by-layer strategy X  
• Layer transition type X  
• Infill pattern X  
• Infill density X  
• Boundary thickness (i.e. number of adjacent filaments) X  
• Layer interval time X  
• Nozzle height above previous layer  X 

Boundary conditions 

Boundary conditions of the AM process   
• Environment temperature X  
• Environment humidity X  
• Machine boundary conditions (e.g. printing area and flow rate) X  

Machine parameters 

Machine parameters for the AM process   
• Printing speed X  
• Traveling speed (i.e. speed when not extruding)  X  
• Acceleration X  
• Pump pressure X  

Table 4. Information exchange requirements for material specifications 

Information unit Attributes Rqd. Opt. 

Hardware specifications The hardware specifications will have been carried out prior to 
defining the material specifications 

  

Process data The process data will have been carried out prior to defining the 
material specifications 

  

Main material design 
specifications (e.g. 

Concrete) 

Material specifications for the main material to be employed in the 
AM process. Parameters may vary depending on the material 

  

• Concrete type (e.g. C35/45) X  
• Design strength X  
• Maximum aggregate size requirement X  
• Slump requirement X  
• Design open time X  
• Estimated volume X  
• Batching type X  
• Pre-process treatment (e.g. contact surface preparation) X  
• Post-process treatment (e.g. surface cover and surface uncovered) X  

Support material design 
specifications 

Material specifications for the support material to be employed in the 
AM process. Parameters may vary depending on the material 

X  

Reinforcement material 
design specifications 

Material specifications for the reinforcement material to be employed 
in the AM process. Parameters may vary depending on the material 

X  

 
In AM process planning, the geometrical models are 

sliced and the toolpaths are planned. The geometrical 
models and design specifications, together with hardware 
specifications, process data and material specifications, 
provide the basic information necessary for process 

planning. The effect of the manufacturing process on the 
material properties and on the behavior of concrete must 
be considered when defining the material specifications, 
hence the process data and the material design are 
adjusted in an iterative process to satisfy the design 
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specifications. As an output, AM models are created 
containing all the information necessary to generate 
machine-readable code (CNC code). Table 3 and Table 4 
present the information exchange requirements for 
process data and material specifications, where 
prerequisites are highlighted in gray. 

4 Summary and conclusions 
In this study, efforts towards standardizing AM data 

modeling have been presented, and information 
exchange requirements in AM have been analyzed in the 
context of concrete printing. The AM process for 
concrete printing has been defined, and information 
exchange requirements have been identified. Attributes 
within information exchange requirements for concrete 
printing have been collected and analyzed through a 
systematic review and discussion with experienced users. 
In conclusion, the information exchange requirements for 
concrete printing show synergies with the information 
exchange requirements of conventional AM methods. In 
particular for concrete printing, the hardening process of 
concrete has a non-negligible effect on the process 
parameters (e.g. manufacturing hardware settings, print 
strategy) and on planning and control of the 
manufacturing process. Therefore, the interdependencies 
of the concrete and the manufacturing process have to be 
considered along the digital thread when advancing 
reliability and interoperability of the concrete printing 
process. For illustration purposes, AM design and 
optimization and AM process planning have been 
analyzed in detail, identifying the material-related 
information exchange requirements necessary for 
concrete printing. 

With the information exchange requirements clearly 
defined, the digital thread can be described as a formal 
data model. With the data model, collaboration between 
actors will be enhanced resulting in a smooth workflow 
to improve the quality of the manufacturing process and 
the printed components. There is still a need to develop 
data models that support the digital thread in concrete 
printing in compliance with current standards used to 
digitalize the AEC industry, such as open BIM standards. 
Through standardization, concrete printing may become 
a more accepted construction method in the AEC 
industry. Future research may therefore be conducted to 
further advance standardization in AM data modeling for 
concrete printing. 
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Abstract – 
The use of drones in the construction industry has 

been dramatically growing in different areas such as 
building inspection, site mapping, and safety 
monitoring. The increasing deployment of drones in 
construction leads to more collaboration and 
interaction between human workers and drones. This 
raises novel occupational safety issues, especially for 
those workers who already work in a hazardous 
environment. While there is significant research 
about the benefits of drones for specific construction 
applications, there is a knowledge gap about the 
safety risks of integrating such technology into 
construction sites. This study uses 4D simulation to 
mimic and visualize virtual construction sites 
populated with drones to detect safety risks of their 
presence under different working conditions. The 
validated 4D simulation can provide a valuable source 
for safety risk identification and assessment of drone 
integration on construction sites. 
Keywords – 

Drones; 4D Simulation; Safety; Risk
Assessment; Construction Sites

1 Introduction 
The application of drones or Unmanned Aerial 

Vehicles (UAVs) in the construction industry is 
continuously increasing in recent years. In 2018, the use 
of drones in construction rapidly increased by more than 
200% compared to the previous year  [1]. In 2021, despite 
the pandemic influence on the global economy, 88% of 
the present drone adopters in the construction industry 
were willing to increase or maintain their investment in 
drone technology [2]. Drones are popular in construction 
because they can perform tasks more efficiently with less 
cost, especially in dangerous or inaccessible spaces for 
human workers. Additionally, drones can carry different 
sensors, conveniently collecting data and providing 
comprehensive documentation for site records. Drones in 
construction have a wide range of application areas, 
including building inspection, damage assessment, site 
surveying and mapping, progress monitoring, and safety 

inspection [3]. As the application of drones expands in 
construction, a significant increase in interactions 
between drones and human workers is expected. Drones 
are flying robots that share a workspace with humans, 
equipment, structures, and other objects on construction 
sites [4]. Therefore, there is always a potential for 
collision incidents that pose serious safety risks to human 
workers collaborating with or working around drones. 
While there are substantial research studies about the 
application and benefits of drones in construction, limited 
research has been conducted to analyze the safety 
challenges of drones on construction sites. For example, 
Xu et al. [5], Jeelani & Gheisari [4], and Khalid et al. [6] 
conducted preliminary studies and categorized the safety 
concerns related to drone applications in construction. 
Despite these exploratory efforts, there is a dearth of 
research examining the specific safety risks resulting 
from varied working conditions based on different drone 
applications in construction. 

2 Background & Motivation 

2.1 Construction Safety 
Construction is a massive, dynamic, and complicated 

industry that provides millions of job opportunities 
worldwide. At the same time, construction work comes 
with disproportionately higher safety risks and causes 
more fatal accidents than other sectors [7]. In 2019, there 
were 1,038 fatal occupational injuries in the construction 
industry in the United States, accounting for almost 20% 
of total incidents in all the sectors [8]. According to 
statistics data from CPWR (The Center for Construction 
Research and Training), 34.7% of fatal injuries were 
caused by falls and slips. 22.6% of fatal injuries were 
caused by contact with objects and equipment, 17.1% 
were transportation incidents, and 13.4% were caused by 
exposure to harmful substances or environments [9]. The 
statistics indicate that workers who work in dangerous 
locations (such as on heights) and are exposed to 
automation hazards, including equipment and 
transportation, are more likely to be exposed to safety 
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risks. Besides fatal injuries, the rate of non-fatal injuries 
in the construction industry also remained consistently 
high. There are over 200,000 injuries reported from 
construction [4]. Non-fatal injuries can result in severe 
disabilities, income loss, chronic pain, and ongoing 
medical expenses, resulting in lower quality of life for the 
workers. Even less-serious injuries can lead to work time 
lost, productivity reduction, and increased medical costs 
[10]. 

2.2 Drone Application and Safety Challenges 
in Construction 

Drones are unmanned aerial vehicles operated under 
remote control without a pilot [11]. The increasing uses 
of drones in the construction industry include aiding with 
construction structure inspection, mapping and surveying, 
3D modeling, progress monitoring, material delivery, 
and safety inspection [12]. Undoubtedly, drones can 
provide a more efficient way to perform construction 
tasks at a lower cost [13]. They can access high-attitude 
and dangerous working zones, which are difficult to 
reach by human workers, and provide comprehensive 
data about construction sites through delicate sensors and 
processors. However, with more such aerial robots flying 
on construction sites, the interactions between drones and 
human workers or other objects (e.g., structures, 
equipment, materials, and vehicles) will dramatically 
increase. Furthermore, with the integration of drones in 
existing construction workplaces, more safety risks are 
expected for those who already work in high-risk 
environments. According to fatal injury reports, contact 
with objects and equipment is one of the top reasons that 
cause occupational injuries in construction [9]. 
Integrating drones in construction sites will increase the 
possibilities of such contact risks. Direct contact with 
drones includes being struck by flying drones, hit by 
falling drones, and caught in by drones' moving parts. 
Indirect accidents include continuous collisions caused 
by drones contacting other objects and dust and 
particulate emissions brought by the drones [4].  

2.3 Simulation Approaches and Techniques 
Simulation can be defined as the art and science of 

creating a representation of a process or system for 
experimentation and evaluation [14]. A simulation model 
is a set of variables and a mechanism for changing those 
variables dynamically over time [15]. At a systems level, 
this helps in stimulating the interactions between 
different modules or objects that constitute a system. As 
construction activities are dynamic and involve 
complicated behavior, uncertainties, and dependencies, 
simulation approaches are beneficial to replicate reality 
and process information iteratively on construction 
activities [16], and for quantitative analysis of operations 

and processes [17]. In construction, a 4D simulation can 
link a three-dimensional (3D) model of the building or 
facility to the dynamic construction activities, allowing 
the construction process to be visualized over time [18]. 
One of the goals of simulation approaches is the 
observation of processes, interactions, and outcomes of 
those interactions in varying conditions, which help in 
gaining a better understanding of the situation studied 
[19]. Drone simulation systems have been used in 
different fields. For example, an interactive drone flight 
control system for agriculture sowing is composed of 
virtual drone models and virtual scenes, and the motor 
speed was used to change drone altitude and position 
during simulation [20]. A VR training system for bridge 
inspectors with an assistant drone used parameters 
including mass and load, speed, battery capacity, and 
movement types [21]. Al-Mousa et al. brought up a 
framework for the drone traffic integration simulation, 
including aircraft type, dimensions, weight, speed, 
location, battery charge, and sensing range [22]. In 
construction, Gilles et al. used a VR-based flight training 
simulator for drone-mediated building inspections [23]. 

In this study, a game engine (Unity3D®) is employed 
to help this task by creating a replica of a scenario that 
mimics construction sites populated with drones while 
preserving the physical, dynamic, and organizational 
aspects. Unity3D® is a professional game engine with 
strong rendering capabilities and convenient interactivity, 
an attractive platform for dynamic visualization and 
simulations processing [24]. In Unity3D®, a virtual 
environment can be developed to simulate a construction 
site with virtual construction workers, structures, 
equipment, and other construction entities with their 
actions and interactions [25].  

 

3 Research Objective 
This study aims to develop a 4D simulation of a 

construction site populated with workers and drones 
performing different construction-related tasks. This 
immersive virtual environment will mimic and visualize 
interactions between drones, workers, and other 
construction entities and ultimately identify safety risks 
associated with drone integration in construction under 
different working conditions. Studying these interactions 
under varying conditions in the real world is not only 
dangerous but also impossible on a large scale. Using 4D 
simulations allowed us to vary multiple conditions and 
investigate the outcomes of critical situations without any 
risk.  

4 Research Methodology 
As illustrated in Figure 1, this study was completed in 
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two phases: (1) Scenario Development: (1-a) 
identification of simulation scenario characteristics and 
(1-b) simulation conceptualization. (2) Simulation 

Development: (2-a) simulation parameter determination 
and (2-b) simulation demonstration and validation. 

  
Figure 1. Research Methodology 

5 Scenario Development 

5.1 Identification of Simulation Scenario 
Characteristics  

The objective of this step was to identify different 
physical and dynamic characteristics of high-risk 
scenarios that needed to be mimicked in the simulations. 
Working with drones is likely to introduce new risks for 
construction workers, especially those who work on 
heights. These workers are already at the highest risk of 
fatalities and are most likely to be affected by drones 
flying at heights. Therefore, past injury reports were 
thoroughly analyzed to find common characteristics that 
provided a base for defining the simulation scenario 
content.   

The CPWR’s fatality maps [9] and OSHA’s 
Integrated Management Information System (IMIS) 
database [26] were explored to analyze the height-related 
accidents in the last 5 years to identify the frequent 
construction tasks that resulted in fatalities. The details 
provided in the investigation reports were used to identify 
the key characteristics associated with each accident. The 
analysis indicated that “roof” is one of the primary 
factors leading to fatal falls in construction.  Further 
investigation of filtered reports of “falls from roof” 
accidents provided information about workers' tasks, 
working locations, and material or equipment. After 
filtering the data, 337 incidents involving falling or 
physical contact related to the keyword "roof" were 
analyzed. The most frequent words related to 
construction accidents and the most frequent falling 
height were identified by analyzing narrative descriptions 
in OSHA reports (Table 1.). In the filtered 337 “roof” 
incidents caused by falling or physical contact, the most 
frequent tasks for the workers who fall from the roof are 
installing panels or trusses, and the most frequent falling 
height is 20 feet. 

Table 1. Injury Reports (2015-2018) Analysis Results 
[9]  

No. Word related to “roof” accidents from 
injury reports 

Count 

1 roof 433 
2 fell 414 
3 concrete 66 
4 floor 54 
5 metal 44 
6 Scaffold 36 
7 installing 36 
8 residential 33 
9 ladder 29 
10 skylight 25 
11 struck 24 
12 lift 22 
13 platform 21 
14 panels 21 
15 trusses 20 

The most frequent fall height 
20 ft 

Hence, the common characteristics obtained from this 
step were 

(1) The working location should be on the roof. 
(2) The building height needs to be 20 feet. 
(3) The workers’ task should be installing panels.  

 

5.2 Simulation Conceptualization  
The objective of this step was to design dynamic 
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simulation scenarios. This included (1) the design of 
static 3D virtual scenarios as the simulation environment 
and (2) the design of different virtual workers and drones 
performing their designated tasks within this 
environment. The common scenario characteristics 
identified in the previous step formed the basis for 
designing the 4D simulations in this step.  Finally, the 
drone tasks and flight paths were also incorporated into 
the identified high-risk scenarios (Figure 2). The area of 
this virtual construction site is approximately 3,000 
square meters (32,000 square feet). 

 
 

 
Figure 2. “Roof” Scenario for 4D simulation 

6 Simulation Development 

6.1 Simulation Parameter Determination 
The objective of this step was to identify different 

simulation parameters necessary to vary the simulation 
conditions and determine their values to evaluate the 
physical risks of drones under multiple conditions.  
Based on previous studies (see section 2.3), speed, 
altitude, and failure rate are selected as three parameters 
to mimic different flight conditions for each simulation 
(Figure 3.). Varying speed helped study the impact of the 
drone’s dynamic movement through the virtual 
environment on its likelihood of colliding with other 
entities. Varying altitude can evaluate the impact of 
relative position between the drone and other virtual 
objects. Finally, the failure rate was a collective 
parameter for several characteristics which influence the 
drone’s flight stability but are difficult to quantify. These 
include operator error, program error, hardware error, 
and weather conditions. 

 
Figure 3. The Flight Parameters of Virtual drones 

The flight parameters of virtual drones in Unity3D 
scenarios need to be designed based on actual drone 
flight characteristics in the real construction sites while 
performing specific tasks to mimic realistic construction 
sites and drone integration scenarios. According to the 
regulation for small unmanned systems issued by the 
Federal Aviation Administration [27] and the 
memorandum for the use of Unmanned Aircraft Systems 
in Inspections by the Occupational Safety and Health 
Administration [28], the drone must not be operated 
higher than 400 feet above the ground, except when 
within 400 feet of a structure; the flight speed of drone 
must not exceed 100 mph. More literature was reviewed 
to determine the range of flight parameters of virtual 
drones used in physical contact risks simulation scenarios.  

Speed 

Usually, the flight speed is fixed for visual data 
capture when drones are used for monitoring and 
inspection-related tasks. For example,  Ibrahim and 
Golparvar-Fard [29] set the drone speed to 11 mph (5m/s) 
to optimize 3D flight templates and generate an algorithm 
that maximized visual quality and minimized flight 
execution duration. Similarly, a drone flight speed of 
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3m/s was used to accomplish surveying applications to a 
medium-sized building [30]. In a safety monitoring and 
inspection application case study for a four-story 
building, the drone performed a task at 3m/s speed 
outside the boundary of the construction site [31]. In a 
study analyzing drone photogrammetry's potential 
application, the drone flight speed was fixed at 2.5m/s to 
capture visual information in three-dimension and over 
different epochs for a building zone [32]. In a mapping 
application experiment study, conducted on a university 
campus and a residential construction site, the drone 
speed was suggested to be 4m/s based on the software 
developer's recommendation [33]. DroneDeploy, a 
commercial drone flight planning platform, usually sets 
the flight speed to 13mph (5.8m/s) for construction 
inspection [34]. Considering the previous literature, a 
flight speed range of 2-6m/s was selected for this 
simulation. 

Altitude 

The Drone flight altitude varies with different 
construction types and applications. The flight altitude in 
the context of this study is defined based on the distance 
from the drone to the surface or boundary of the building. 
When a drone is performing inspection or monitoring 
tasks, the distance needs to be such that it ensures that the 
drone can capture visual information with good quality 
while avoiding collision with the structure. A study of 
quality assessment for the drone applications on visual 
inspection for structure damages indicated that usually 
under suitable environmental conditions, the detailed 
image could be captured from 5m to 25m to provide 
detailed information on structures [35]. In a study for 
building 3D model reconstruction, the drone was set to 
keep a distance of 5-meters from the building and 25-
meters from the objects to capture clear and sharp images 
with the required quality [36]. In another study, a 
distance of 12m away from the building surface was 
applied to capture images [37]. In a field test for an 
automatic point cloud registration method for the drone, 
a two-story building was selected for method validation, 
and a commercial drone path planner designed the flight 
height of the drone as 20m (around 10m-14m distance 
from the roof) [38]. According to the literature review, 
the distance of the drone from the building surface can 
range between 5m to 25m. Therefore, the altitude of 
virtual drones in simulation scenarios should be the 
height of the building surface, adding 5m to 25m. 
According to the scenario content developed in the 
previous step, the virtual building roof's height is 20 feet 
(6m). Therefore, the altitude range of the virtual drone, 
which is performing inspection tasks in simulation, 
should be 11m to 31m. 

Failure Rate 

Various factors decide the failure rate of the drone. 
Intrinsic reliability, which stands for system vulnerability 
is one of the essential factors that cause drone failures. 
The hierarchy of the intrinsic reliability assessment 
shows that critical factors are located in different 
subsystems: ground control system, mainframe, power 
system, navigation system, electric system, and payload 
[39]. Human error is another critical factor that causes 
drone accidents. Human factor issues are related to flight 
system operation, incorporated automation, and user 
interfaces [40]. Analysis based on military UAV mishap 
statistics suggests that most mishaps are caused by unsafe 
actors of the operators [41]. The top errors related to the 
operator’s behavior are skill-based, decision-making, and 
cognitive factors. Research also suggests that higher 
mental demands cause more errors during drone flight 
operations performed by simulators [42]. The external 
environment can also lead to drone failures. For example, 
a bird strike is a potential factor for drone accidents, 
especially during takeoff and landing [43]. Adverse 
weather conditions will also impact the success of drone 
flight and task performance [44].  

The failure rate applied in simulation needs to be a 
combined parameter from several characteristics, 
including intrinsic reliability, human errors, and external 
environments, to mimic realistically done failures 
comprehensively. This study assumes the failure rate of 
virtual drones ranges from 10% to 50% due to potential 
internal or external influential factors. Based on the 
failure rate value, the drones were programmed to 
suddenly fall while performing tasks in their flight path. 
The probability of this happening was the same as the 
failure rate value set for that simulation run. 

6.2 Simulation Demonstration and Validation 
The objective of this step was to run the simulation 

with varying simulation parameters and observe drone 
interaction in these varying conditions. Three levels were 
set for each parameter in the 4D simulation, representing 
low, medium, and high levels of value, to mimic different 
flight conditions in the realistic construction site (Table 
2.). Two virtual drones were used in the simulation with 
drone 1 representing a drone that has close interactions 
with workers (such as material delivery) and drone 2 
simulating an inspection type of drone that does not come 
close to workers. For each simulation run, the parameter 
value was randomly made to fall in one of the selected 
levels. Having 3 parameters with each of the three levels, 
there were 27 different combinations of parameter levels. 
For each type of combination, 10 simulations were run 
resulting in a total of 270 rounds of the simulation 
conducted in Unity3D.  
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Table 2. Different levels of parameters 

 Level of Parameter 

Parameter 
Type 

Low Medium High 

Speed (m/s) 1.5-2.5 3.5-4.5 5.5-6.5 

Altitude 
(meter) 

15-17 20-22 25-27 

Failure Rate 0-0.1 0.2-0.3 0.4-0.5 

 

In Unity3D, the Rigidbody Component is used to 
provide the object's gravity and could mimic the falling 
incidents of the drones. The Collider Component is used 
to detect the collisions between virtual drones and other 
virtual objects, including workers, equipment, building, 
and ground, and would collide with other objects. The 
real drone's rotors may continue working even if it fell 
but would stop after hitting something. This was 
mimicked in simulations by adding a delay of 2 seconds 
after the virtual drone collides with other objects before 
it ultimately stops working. The number of collisions 
between each drone with the worker, building, equipment, 
ground, and another drone was counted. 

Table 3 shows the results of 270 simulation runs of 
this demonstration. The total collisions of drones 1 and 2 
with other objects are used to detect drone-related 
potential safety risks for the system in the virtual scenario. 

 

Table 3. Collisions Counted in Simulation Validation 

Collision Type Count 

Total Collisions 773 
Collisions Between drones and Building 45 

Collisions Between drones and Workers 58 

Collisions Between drones and 
Equipment 

17 

Collisions Between drones and Ground 653 

Collisions Between drones 0 
 

7 Conclusion and Future Work 
This study provides a 4D simulation development 

framework that provides a methodology to mimic and 
simulate realistic drone-integration construction sites. 
Such simulations are used to study the safety challenges 
of workers working with or around drones on 

construction sites. First, simulation scenario content was 
developed based on the analysis of past construction 
injury reports, which identified the most frequent factors 
that caused fatal injuries. Furthermore, drone tasks and 
flight paths are designed to incorporate virtual workers as 
supplementary scenario content. Second, speed, altitude, 
and failure rate were selected to mimic different flight 
conditions of drones in the 4D simulation. These three 
parameters, which designate how the integrated drones 
perform their tasks, were defined based on realistic 
parameter ranges. Finally, this simulation was run 
multiple times with varying parameters to observe and 
evaluate the likelihood of drone contact risks under these 
varying conditions. The 4D simulation detected potential 
collisions between drones and human workers or other 
objects. The validated 4D simulation can provide a 
valuable source for future comprehensive safety risk 
identification and assessment of drone integration in 
construction.  

Since the interactions with drones and the dynamic 
construction activities depend highly on the scenario 
content, the quantitative result from this study can only 
provide insights for a specific type of drone integrated 
construction scenario. However, the identified risks and 
the relationship between different drone parameters and 
the number of incidents can provide valuable information 
that applies to other scenarios. Future research should 
include more scenarios within the 4D simulation to cover 
more realistic construction site conditions and include 
more complicated object movements and interactions. 
For example, the workers might sometimes randomly 
move in the working area, communicating with each 
other and exchanging their positions. These need to be 
captured in future simulations. Besides, other high-risk 
scenarios such as working on a ladder, or scaffolding, 
which are also prone to risks posed by drones, should be 
included in the simulations. Finally, there can be more 
types of drone flight paths according to their performing 
tasks and flight scenarios. Comprehensive safety risk 
assessment of drone integration in construction sites can 
be conducted through more complicated simulation 
development based on the preliminary work produced by 
the current study. 
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Abstract -
This paper presents a method for automated excavation

speed and progress estimation. First, a measure for the
progress speed of an excavation pit is taken from the lit-
erature and evaluated regarding the possibility for automa-
tion. For each possible parameter, an automated extraction
algorithm is presented. The used system is an autonomous
excavator arm of a backhoe loader where the used hard-
ware and software system is described. Experimental eval-
uation of the presented approach has been done with the
autonomous system for a small trench, including multiple
digging cycles. The resulting measurements seem to include
some systematic errors which could be identified and suitable
sanity checks could be implemented, removing the erroneous
measurements. The remaining measurements were used to
determine the excavation speed of the autonomous excavator
arm and compared to the values of experienced and amateur
operators.

Keywords -
Excavation; Progress Estimation; Autonomous System;

Sensors

1 Introduction & Related Work
In recent years the demand in construction has increased

tremendously, and presumably the trendwill continuewith
an estimated growth of 3.5% per year till 2030 [1], where
infrastructure construction is deemed as the most rapidly
growing subsector with an estimated annual growth of 4%
[1] till 2030. However, a major global problem in con-
struction are delays. There exist a multitude of reasons
for these delays, but [2] identified a "poor planning and
scheduling" as one of the top 3 delay factors. In order to
make it possible to react to such mishaps in planning and
scheduling, it is necessary to be able to detect delays as
early as possible. A continuous comparison between the
planned and the real timeline would be needed, but it is not
feasible to do such checks by hand. Therefore, these com-
parisons need to be automated. While the planning data is

usually present in a suitable digital form, the real schedule
is much more difficult to extract, and strongly depends on
the exact construction task. A specific activity in nearly all
construction sites is the excavation of a construction pit.

Figure 1. Excavator with additional sensor system
(blue circle)

The volume estimation of such a construction pit is
a well-researched problem from the theoretical point of
view [3, 4, 5, 6]. However, estimation by real sensor data
is not well researched, and if, then by using additional
sensors in the surrounding of the pit [7] which might not
be applicable for all construction sites. A more promis-
ing trend is the advancement in autonomous excavation,
which inherently also mandates a pit monitoring. Here
current research deals with the lower [8] and higher level
[9] control, but also with the environment perception [10]
and specifically the modeling of it [11, 12]. Combining
the two levels has only recently become possible, as in
[13], which uses similar sensors and representations, but
does not specifically tackle the estimation of the excava-
tion progress or speed. The paper at hand will also try to
solve the problem of an automatic progress estimation uti-
lizing autonomous excavation. An autonomous backhoe
loader, more specifically the excavator’s arm, is used for
a prototypical implementation of an automated excavation
state and speed monitoring. The used hardware and al-
ready existing software of the backhoe loader is described
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in section 2, and the methodology for extracting additional
sensor data for a progress estimation is described in sec-
tion 3. Afterwards and experimental evaluation is done in
4 and discussed in section 5.

2 System & Preliminary Work
The progress estimation of the excavation pit should

be based on an autonomous excavation arm of a backhoe
loader. Of course, such an autonomous system already
yields a lot of helpful intermediate states and systems,
which will be beneficial for the estimation, and are there-
fore described in this section.

2.1 Hardware

The used backhoe loader is a John Deere 410J TMC
with a front-loader and an excavation arm, an image of
the machine can be seen in figure 1. The backhoe loader
is already equipped with encoders that give the position
of each joint, as well as a control system to control each
of the joints via CAN-bus signals. Additionally, a Mi-
crostrain 3DM-GX5-25 Inertial Measurement Unit (IMU)
and a Hemisphere V320 global navigation satellite sys-
tem (GNSS) is mounted on the top of the cabin, and a
corresponding Real Time Kinematic (RTK) base station
is placed in the vicinity and connected to the GNSS sys-
tem. With this, a precise localization of themachine can be
achieved. For the perception of the surroundings anOuster
OS0-128 3D-laser scanner with 128 lines and a Field-of-
View of 90◦ × 360◦ and a IFM O3D301 Time-of-Flight
(ToF) camera is mounted next to a simple RGB-webcam
on the crowd.

2.2 Software

The higher-level behavior-based control system for the
excavation process is mainly based on the architecture al-
ready described in [14]. A short summary is given in figure
3. Essentially the complete digging cycle is divided into 4
phases, "move to digging", "digging", "move to dumping",
and "dumping" arranged as a state machine. Each phase
is further divided into smaller motion primitives. Tran-
sitions between phases happen when the right conditions,
e.g., bucket angle, are met.
One preliminary perception algorithm which is used in

this work is the bucket volume estimation described in
[15]. Here, a ToF-camera measures a point cloud of the
bucket. Then, a rasterized grid-map is created. After-
ward, the difference to a grip-map of the empty bucket is
calculated. This difference map allows the estimation of
the filled volume inside the bucket. Also other estimation
techniques [16] [17] for the bucket volume and fill level
exist, but as the one in [15] was specifically implemented

for the excavator at hand it was an obvious choice. An-
other used result is the classification of rocks inside a rock
pile, described in detail in [18]. Here, an RGB-image and
a depth-image is used to capture the scene. A wathershed-
segmentation algorithm extracts pixels belonging to differ-
ent rocks. With these pixel segmentations, an estimation
of the rock sizes becomes feasible. In [18], this approach
was used to determine if a rock would need to be crushed
for loading, but here it will be used in a slightly different
manner, as described later.

3 Approach & Implementation
As a next step, one needs to lay a foundation of how

a suitable progress estimation of an excavation pit can be
done. There are already methods known to parameterize
the progress speed in civil engineering. The most obvi-
ous speed estimation would be to measure the excavated
volume per time. However, onewants to normalize this ex-
cavation speed with respect to the current circumstances.
This adapted speed is usually called performance Qn[

m3

h ]

and the relevant parameters will be explained further. Af-
terward, new methodologies on how to extract necessary
information from the sensor data are given.

3.1 Progress Estimation

The main basis of the progress estimation is based on
the works of Girmscheid, especially [19, 20]. An overview
of the necessary parameters is given in table 1.

Name Symbol Unit A/H
Nominal Bucket Volume VB m3 A
Cycle time tc s A
Dissolving factor α 1 A
Fill factor φ 1 A
Trench depth factor f1 1 A
Rotation angle factor f2 1 A
Emptying accuracy f3 1 H
Teeth condition f4 1 H
Maintenance f5 1 H
Operator η1 1 H
Operating condition η2 1 H
Machine utilization rate ηG 1 H

Table 1. Progress estimation parameters according
to [19, 20]. Names are translated, and symbols are
adapted. Column A/H shows whether the parameter
will be assumed to be measured automatically (A)
or by hand (H).

The performance can then be computed as:
Qn =

VB

tc
×3600×α×φ× f1× f2× f3× f4× f5×η1×η2×ηG

From the needed parameters, the ones that can bemeasured
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Figure 2. Image of the start of the four different digging phases of the excavation process, from left to right:
"Digging", "Move to Dumping", "Dumping", "Move to Digging"

move to
digging1

digging2

move to
dumping3

dumping4

trenching

move to
position

rotate
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Figure 3. The architecture of the trenching process
[14]. Images of each phase can be seen in figure 2

automatically are described first. The datasheet of the ma-
chine defines the nominal bucket volume. The cycle time
is the time between the start and end of each digging cycle.
The dissolving factor is the ratio between the volume of the
compacted and the loosened soil. The fill factor measures
how much of the fill level of the bucket really corresponds
to the volume of the content, e.g., for big rocks, a lot of
space is unused compared to fine sand. The trench depth
describes the depth of the current digging cycle. The rota-
tion angle is defined as the angle between the digging and
dumping positions in each cycle. All other given parame-
ters can currently not be determined automatically. Some
are also not relevant for autonomous excavation and can not
be calculated in such an excavator. This includes the emp-
tying accuracy, the size of the dumping region (which is
always a "point" in our autonomous excavation scenario),
as well as the operator factor (skill factor). Similarly, the
conditions of the teeth and the maintenance state can be
more easily extracted from external sources. In principle
it is possible to estimate both with additional sensors, e.g.

Figure 4. Bucket fill level estimation [15]

the teeth state could be estimated by using the point cloud
of the time-of-flight camera and then estimating how sharp
the teeth still are. However, in both cases extracting in-
formation about the working hours form the software of
the manufacturer seems to be the better solution, as this
is usually recorded and often accessible to the user. How-
ever, an integration is machine and manufacturer specific
and therefore omitted here. The operating conditions are
not as clearly defined and include the effect of weather, as
well as the quality of preparation work and are therefore
not measured automatically.

3.2 Data Abstraction

In order to extract the defined parameters, additional
evaluation of the sensor and control data has to be done,
which is not present in the preliminary work. A valuable
help is here the knowledge which action is currently ex-
ecuted by the excavator’s arm. The visualization of each
phase or action can be seen in figure 2. With this infor-
mation, the cycle time can be directly calculated by saving
the timestamp of the start of the "digging"-phase and cal-
culating the difference till the subsequent "digging"-phase
starts. Similarly, the trench depth can be deduced by the
z-position of the bucket teeth, which can be calculated by
the kinematic model as in [14], at the start of the "move
to dumping" position, e.g., the end of the "digging"-phase
plus an offset accounting for the bucket width. In the same
manner, the rotation angle can be computed by taking the
difference of the yaw-values at the start of the "dumping"
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and "digging" phases.
The fill and dissolving factors are not as easily calcu-

lated. For the fill factor, the RGB-image and depth image
at the start of the "digging"-phase is considered, and then
a classification of the visible rock sizes, as in [18], is used.
The fill factor is then determined according to the rock
size in the image and the table 2.

Rock Size (s) Fill Factor
s < 63mm 1

63mm ≤ s < 200mm 0.85
200mm ≤ s 0.75

Table 2. Adapted fill factors. In [19, 20] fill factors
for all soil classes (defined by [21]) are given, but the
fill factors do not differ much. The used adaptions
are a compromise between classification difficulty
and effectiveness

In order to calculate the dissolving factor, the estimation
of the bucket fill level as in [15] is used, which corresponds
to the volume of the loosened soil. To calculate the volume
of the compacted soil, the 3D point cloud of the laser scan-
ner is used. The point cloud is rasterized into a grid map,
as seen in figure 6. Between the start of two "digging"-
phases, the height difference of the grid-cells belonging
to the target map, which defines the wanted final form of
the pit, are calculated. The compacted volume can be es-
timated with this depth difference and the grid size. A
major disturbance in this method is the soil, which is only
moved by the bucket and not loaded into it. Therefore one
would like to include all grid-cells in the difference calcu-
lation, but this leads to another problem. Figure 6 shows
the laser scanner-based pose estimation. The measured
points of each scan are fused into the map. Although the
terrain around the excavator is flat, the grid map shows
increasing terrain further away from the excavator. While
the accuracy of the laser scanner reduces with distance,
the divergences are mainly due to the fact that the exact
pose of the scanner is not known because of the vibrations
of the excavator’s arm. The pose further deteriorates dur-
ing the digging process. This pose error is amplified by
the distance, which is why it is not directly visible in the
vicinity of the excavator but still plays a role in the mea-
surements. Therefore not all grid-cells should be chosen.
As a trade-off the cells directly neighboring the target map
are additionally used for the difference calculation.

4 Experiments
For the experimental evaluation, a trench with dimen-

sions 2m × 1m × 5m (Height×Width×Length) has been
excavated. An image of the excavated trench can be seen
in figure 5. The resulting values can be seen in table 3. In

Figure 5. Final excavated trench

the area of the experiments no bigger rocks were present.
Therefore the fill factor was always assumed to be 1 and is
excluded from the table.
Some cycles in table 3 include clear measurement er-

rors. For instance, the GPS Signal was lost in cycles 6 and
18. Therefore, the depth offset of the backhoe’s position
is wrong. For other cycles, e.g., 6 and 19, the estimated
compacted volume is bigger than the loosened volume.
This can only happen for large rocks. In general, an over-
estimation of the compacted volume seems to be a trend.
This is probably due to the way the autonomous excava-
tion happens: the excavator’s arm often goes too deep into
the ground and pulls much more soil out of the ground
than can fit in the bucket. This soil will be measured as
removed from the pit, but not as loosened volume in the
bucket. However, this error should be leveled out, when
this soil is scooped up and moved to the correct dumping
position. In order to have a reasonable speed estimation
at all times, a sanity check taking these two problems into
account is proposed. It includes the following rules:

• Skip measurement if f1 > 4.9m (maximum digging
depth)

• Skip measurement if α > 1 and φ > 1 (Reminder:
φ = 1 in all provided experiments)

If only the remaining measurements are included, the
estimated performance Qn is resulting in 60% of a profi-
cient excavator operator. In comparison, an amateurwould
achieve roughly 65% according to [19, 20], which suggests
that the measurement methods yield suitable results.

5 Conclusion
The presented approach for the estimation of the excava-

tion speed seems to be promising, as it yields good results
in many cases. Even though some measurement errors are
present, they do not affect the task’s suitability. Still, gen-
eral improvements in the estimation of the loosened soil
could be done. Possible extensions include adapting the
size of the grid-cells as well as a more precise localization
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Figure 6. Grid map of two consecutive digging cycles (left and right) and corresponding target map (middle).
The cell heights are color-coded. Green indicates a high positive value and red a high negative value. The pit
can be seen as dark red cells in the middle of the grid maps

of the laser scanner to achieve a better fusion. Approaches
like scene flow or ICP-matching seem suitable for improv-
ing this aspect. This would also reduce the effect of a lost
GPS signal which is a major disturbance in the current
implementation. However, in general, with the advance-
ment of the automation of construction machinery and an
increasing number of sensors on a construction site, sim-
ilar approaches are promising. A detailed picture of the
state of the complete construction site could be achieved
by combining the knowledge of different vehicles.
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Abstract – 
Work-Related Musculoskeletal Disorders 

(WMSDs) are a leading contributor to workplace 
injuries in the construction industry, with the lower 
back being the most affected body part. To mitigate 
WMSDs, exoskeletons have been developed and 
recently introduced to industrial job sites to provide 
workers with assistance and support, reducing 
exposure to ergonomic risks. Due to the newness of 
industrial exoskeletons, successful application of this 
technology in the construction industry requires 
thorough evaluation of different aspects of its 
adoption to ensure a successful and effective uptake. 
As Manual Material Handling (MMH) tasks are the 
most common cause of lower back injuries, this study 
aims to evaluate the impact of using exoskeletons 
when adopting different postures during dynamic 
and static MMH tasks. An experiment is carried out 
and data reflecting Rate of Perceived Exertion (RPE), 
Level of Discomfort (LOD), overall fit and comfort, 
effectiveness, and limitation and interference levels is 
collected. Overall, the participants perceived the 
exoskeleton suit as effective with discomfort being 
reduced in the lower back and other body parts 
except the chest. However, the results indicate the 
importance of considering the specific task at hand 
(e.g., dynamic vs static MMH) and the posture 
adopted (e.g., squat vs bend) when evaluating and 
selecting an exoskeleton for construction tasks.  

Keywords – 
Exoskeleton; Exosuit; Wearable Robot; Manual 

Material Handling; Ergonomics; Posture; 
Construction 

1 Introduction 
Manual material handling (MMH) involving lifting, 

carrying, pushing, pulling, lowering, restraining, and 
holding is the most common cause of occupational 

fatigue, lower back pain and lower back injuries [1], 
leading to high rates of Work-Related Musculoskeletal 
Disorders (WMSDs) in the construction industry, 
including 30% of all lost workday cases among 
construction trades in the US [2]. Recently, exoskeletons, 
also known as exosuits or wearable robots, are adopted 
for different industrial applications to mitigate the 
ergonomic risks associated with physically demanding 
tasks, especially the ones involving MMH. The use of 
exoskeletons for such physically demanding tasks have 
shown to reduce fatigue and the frequency of injuries [3]. 

Several advancements have been recently made in the 
development and evaluation of exoskeletons for the 
construction industry. In a review article, Zhu et al. [4] 
investigated existing exoskeleton technologies and 
analyzed their potential for MMH tasks in construction. 
They generated a map to suggest the appropriate 
exoskeleton type for each trade while evaluating the 
benefits and challenges. In another study, Cho et al. [5] 
designed a wearable exoskeleton to habituate 
construction workers to safe postures and demonstrated 
that the developed exoskeleton can effectively assist 
workers when performing construction tasks. Ogunseiju 
et al. [6] evaluated a postural assist exoskeleton and its 
effectiveness for construction tasks involving MMH. 
They reported improvements in posture when using the 
exoskeleton over time, although higher perceived 
discomfort in the lower back was reported due to the 
pressure applied to the users’ back. In another study, 
Capitani et al. [7] described the development of a passive 
exoskeleton to assist construction workers in dealing 
with shotcrete projection tasks. They indicated that the 
designed exoskeleton preserved adaptability to different 
lower-limb tasks without reducing its comfort during 
utilization. Furthermore, Chen et al. [8] presented a 
bilateral knee exoskeleton to provide kneeling assistance 
for construction workers. The results showed reductions 
in knee pressure, potentially leading to decreased WMSD 
risk for workers when performing kneeling activities on 
level and sloped surfaces. 
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While previous studies have provided valuable 
insight into the potential of adopting exoskeletons in the 
construction industry, more research is required to 
evaluate the different aspects of the adoption due to the 
recentness of using the exoskeleton technology for 
industrial applications. As one of the important aspects 
of effective adoption of exoskeletons is the impact of 
using an exoskeleton on user posture, this study intends 
to evaluate the effect of a back support exoskeleton on 
postures adopted when carrying out MMH tasks.  

The goal of this study is to compare different postures 
adopted during dynamic and static MMH tasks, with and 
without exoskeletons. The experiments are designed to 
provide feedback on the impact of using exoskeletons on 
comfort, fatigue, and usability factors, for both male and 
female users. 

2 Methods 

2.1 Experimental Design 
As passive exoskeletons have shown to be more 

suitable for industrial applications compared to active 
exoskeletons due to lighter weight, lower price and 
simpler maintenance [2], a passive exoskeleton was used 
for the experiment. Furthermore, since the back is the 
primary body part affected by WMSDs in construction 
[9], a back-support exoskeleton was selected. Back 
support exoskeletons are designed to reduce the load on 
the low back muscles during bending tasks by 
redistributing the weight to the legs [10]. The backX 
exoskeleton was used which weighs 7.2 lbs and can 
reduce the strain on the user’s lower back by an average 
of 60%.  

The experiment was designed to simulate dynamic 
and static MMH tasks. Participants were asked to carry 
out the tasks in different scenarios to cover different task 
types (i.e., dynamic and static), postures (i.e., freestyle, 
bending, squatting), and the impact of the exoskeleton 
(i.e., with and without wearing the exoskeleton). 

2.2 Participants 
For this study, 12 healthy individuals, including 6 

male and 6 female, were asked to participate in the 
experiment. The mean and standard deviation for the age, 
weight, and height of the participants were 28 ± 6.28 
years old, 143 ± 33.87 lb., and 5’ 6.8” ± 4”, respectively. 
None of the participants reported any current or previous 
musculoskeletal disorder or illness. The detailed process 
including the objectives, instructions and possible risks 
were explained to each participant through written and 
verbal instructions and on-site discussions. Ethics 
approval was received for the study from the University 
of Alberta Research Ethics Board (Study ID: 

Pro00109264). 

2.3 Testing Procedure 
The variables of the experiment included freestyle, 

bending, and squatting lifting postures, existence of the 
exoskeleton, and the static and dynamic nature of the 
task. Dynamic MMH involved lifting, carrying, and 
placing a 20 lb. box multiple times, while each time 
lifting and placing on a surface with a different height 
(i.e., on floor and on a table). Static MMH involved 
moving items from a box and placing them on a table 
through a static posture. 

Prior to the experiment, participants were introduced 
to the procedure and equipment. Participants were given 
enough time between each experiment to recover from 
any fatigue associated with the previous experiment. 
After completing each experiment, the participants were 
asked a series of questions including the Rate of 
Perceived Exertion (RPE), Level of Discomfort (LOD), 
overall fit and comfort of using the exoskeleton, the 
extent to which the exoskeleton limits movements and 
interferes with movements, effectiveness of the 
exoskeleton, and other general feedback. In total, seven 
scenarios reflecting different postures and the use of the 
exoskeleton were tested, as shown in Table 1. Figure 1 
shows the experiment setup for some of the scenarios as 
a sample. 

Table 1 Experiment scenarios  

Category Scenario Trial Type 

Dynamic 
MMH 

D1 No Exo + Freestyle 
D2 Exo + Freestyle 
D3 Exo + Bending 
D4 Exo + Squatting 

Static 
MMH 

S1 No Exo + Freestyle 
S2 Exo + Bending 
S3 Exo + Squatting 

       
     (a)           (b) 

Figure 1. Experiment setup: (a) dynamic MMH, 
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bending with exoskeleton (scenario D3), (b) static 
MMH, squatting with exoskeleton (scenario S3) 

2.3.1 Participant Response 

The participants were asked to rate the level of their 
perceived discomfort (i.e., LOD) on a Borg CR 10 scale, 
where 0 indicates no discomfort and 10 shows maximum 
discomfort [11]. The intensity of perceived discomfort 
was measured and quantified after conducting each 
experiment. Furthermore, the participants provided the 
discomfort ratings separately for each body part 
including shoulder, chest, lower back, thighs, feet, etc. on 
a scale of 0 to 10. Also, RPE was rated from 1 (very light 
activity) to 10 (maximum effort), fit/comfort of the 
exoskeleton suit was rated from 1 (not satisfactory) to 10 
(very satisfactory), limitation/interference was rated 
from 1 (limits a lot) to 10 (does not limit at all), and 
effectives was rated from 1 (not effective at all) to 10 
(very effective). Collected data was explored through 
descriptive statistical analysis.  

3 Results 

3.1 Dynamic MMH 
The reported RPEs for the dynamic task are shown in 

Figure 2. As shown in the figure, the average RPE for the 
different scenarios of the dynamic MMH is fairly close. 
Overall, it can be concluded that the existence of the 
exoskeleton and the posture used does not impact the 
average RPE. It is also worth noting that in cases where 
the exoskeleton was used, a maximum RPE of 6 was 
reported by users.  

 
Figure 2. Reported RPE for dynamic MMH 

For each scenario, the participants were also asked 
about the comfort and useability of the exoskeleton. In 
particular, they were asked to rate the overall fit and 
comfort level, the extent to which it limits movements 
and interferes with activities, and the overall 
effectiveness. The results are shown in Figure 3. The 
results indicate that the participants feel similar 
effectiveness in all postures, while they experienced 

more comfort during bending. Overall, the participants 
felt that the exoskeleton moderately limits their 
movements and can interfere with other tasks. 

 
Figure 3. Reported usability for dynamic MMH 

The reported body discomforts for the dynamic 
scenarios are presented in Figure 4. As shown, most of 
the perceived discomfort is detected in the lower back 
and legs. While using the exoskeleton substantially 
reduced the discomfort in the lower back during bending 
and squatting, using the exoskeleton with a freestyle 
posture did not have considerable impact in improving 
the discomfort. It is also observed that the perceived 
discomfort in legs is much higher when squatting 
compared to bending.  

 
Figure 4. Perceived discomfort of body parts for 

dynamic MMH 

3.2 Static MMH 
The reported RPEs for the static task are shown in 

Figure 5. While minimum and maximum reported RPEs 
are similar for all scenarios, the average RPE is reported 
as slightly higher for squatting, which indicates the 
difficulty of performing the static task in a squatting 
posture due to the pressure applied to the legs and the 
need to maintain balance. 
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Figure 5. Reported RPE for static MMH 

As shown in Figure 6, the overall effectiveness and 
comfort level is higher in bending compared to squatting. 
However, higher levels of limitation and interfering with 
other activities is also reported for bending. 

 
Figure 6. Reported usability for static MMH 

Figure 7 demonstrates the reported discomfort for the 
static scenarios. Since the body is positioned in an 
awkward position for a prolonged period in the static 
task, the discomfort levels are generally high without the 
exoskeleton. Similar to the dynamic tasks, most of the 
reported discomforts are in the lower back and legs. The 
use of the exoskeleton has caused higher discomfort 
levels on the chest during bending, which is due to the 
existence of the chest pad. While the use of the 
exoskeleton has reduced the discomfort on the legs in 
bending compared to squatting, the discomfort in the 
lower back is much less in squatting.  

 
Figure 7. Perceived discomfort of body parts for static 

MMH 

3.3 Dynamic vs. Static MMH 
Figure 8 shows a comparison between the results for 

all scenarios of the dynamic and static bending tasks. 
While other factors remain the same, higher level of 
limitation is reported during static tasks. Overall, it can 
be concluded that the performance of the exoskeleton for 
bending is similar for both static and dynamic tasks. 

 
Figure 8. Comparison between static and dynamic 

scenarios for bending  

Similarly, Figure 9 shows the comparison between 
the results for all scenarios of the dynamic and static 
squatting tasks. While the overall effectiveness and 
comfort is higher for dynamic tasks, the limitation level 
is reported slightly higher.  
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Figure 9. Comparison between static and dynamic 

scenarios for squatting 

3.4 Male vs. Female 
Figure 10 shows a comparison between the average 

RPEs for male and female participants for the dynamic 
scenarios. As shown, male participants reported a higher 
RPE in the dynamic scenarios compared to female 
participants. Also, the perceived exertion is similar for 
bending and squatting postures among both groups. 

 
Figure 10. RPE comparison between male and female 

participants for dynamic scenarios 

Similarly, Figure 11 shows a comparison between the 
average RPEs for male and female participants for the 
static scenarios. While both groups reported a slightly 
higher RPE in squatting compared to bending, male 
participants reported higher RPEs for all scenarios of 
static MMH. Using the exoskeleton did not improve the 
exertion levels when using the bending posture.  

 
Figure 11. RPE comparison between male and female 

participants for static scenarios  

Table 2 shows a comparison of the average responses 
for the usability factors for male and female participants. 
As shown in the table, female participants found the 
exoskeleton more effective in all MMH scenarios, while 
both groups rated the fit and comfort level fairly similar. 
On the other hand, female participants rated the 
limitation factor of the exoskeleton higher than male 
participants. 

Table 2 Comparison of usability responses for male and 
female participants 

Factor Scenario Female Male 

Fit/Comfort 

D2 6 6.83 
D3 5.5 5.83 
D4 6.17 6 
S2 5.83 5.83 
S3 5.5 5.67 

Limit/Interference 

D2 6.33 5.33 
D3 5.17 5.17 
D4 6 5 
S2 6.83 5.83 
S3 4.83 5 

Effectiveness 

D2 6.83 5.67 
D3 6.67 6.17 
D4 7.17 5.33 
S2 7.17 5.83 
S3 5.83 4.67 

Figure 12 shows a comparison of the LOD for male 
and female participants during different dynamic MMH 
scenarios. Male participants reported higher discomfort 
when carrying out the dynamic task without the 
exoskeleton (D1), with the highest discomfort on the 
lower back. When using the exoskeleton with a freestyle 
posture (D2), both groups reported discomfort in the 
chest area, with male participants reporting substantially 
higher LOD. During dynamic bending (D3), male 
participants reported most discomfort on the chest, lower 
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back, and knees, while female participants reported the 
highest LOD on the upper leg and knees. The highest 
reported LOD during dynamic squatting (D4) belongs to 
the chest, lower back, and knees for male participants and 
upper leg, knees, and arms for female participants. While 
male participants reported discomfort on the shoulder in 
all dynamic scenarios, there were no reported LOD for 
shoulders by female participants. Overall, male 
participants reported higher LOD for all body parts 
except arms.  

 

 

 

 
Figure 12. Comparison of LODs between male and 

female participants in dynamic MMH scenarios 

Figure 13 shows a comparison of the LOD for male 
and female participants during different static MMH 
scenarios. When carrying out the static task without the 
exoskeleton (S1), male participants reported most 
discomfort on lower back, shoulder, and knees, while 
female participants reported the highest LOD on the arms 
and knees. The use of exoskeleton for the static bending 
task (S2) has resulted in higher discomfort in both 
groups, with male participants reporting highest LOD on 
the chest, lower back, and knees, and female participants 
reporting highest LOD on upper leg, knees, and arms. For 
static squatting (S3), male participants reported higher 
LOD in all body parts compared to female participants. 
Chest, lower back, and knees have the highest LOD 
among male participants, while upper leg, knees, and 
arms are the highest rated body parts for female 
participants. Both groups reported similar levels of 
discomfort in upper legs. Overall, similar to the dynamic 
MMH scenarios, male participants reported higher LOD 
for all body parts except arms for all static MMH 
scenarios. 
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Figure 13. Comparison of LODs between male and 

female participants in static MMH scenarios 

4 Conclusion 
Emerging technologies such as exoskeletons have the 

potential to reduce the high rate of WMSDs in the 
construction industry. However, their adoption has to be 
evaluated from different aspects before introducing them 
to job sites, to ensure a successful and effective uptake. 
As MMH tasks are among the top contributors to 
WMSDs in construction, this study aimed to evaluate the 
impact of a passive back-support exoskeleton on 
different MMH postures. The results indicate that: (1) the 
impact of using the exoskeleton is similar for dynamic 
and static MMH tasks, while it is slightly less effective 
for squatting during static tasks; (2) using the exoskeleton 
impacts the level of perceived discomfort on different 
body parts especially the chest; (3) male participants 
experience higher discomfort on almost all body parts 
when wearing the exoskeleton compared to female 
participants; and (4) majority of the participants rated the 
exoskeleton suit as providing acceptable usability, while 
female participants found the suit more effective. 
According to the reported LOD, the lower back, knees, 
upper legs, and chest are the most affected body parts by 
the exoskeleton suit. Meanwhile, it should be noted that 
the use of exoskeleton reduced discomfort in the 

mentioned body parts except the chest.  

Based on the results, it can be concluded that passive 
exoskeleton suits have the potential to be adopted to 
reduce the rate of WMSDs in construction. However, 
proper training and supervision is required on the 
postures adopted by the workers, based on the specific 
characteristics of the task that is carried out. It is 
important that exoskeletons are properly selected for the 
task at hand and is solely used for the identified task.  

This study was limited in that the experiments were 
carried out for a short amount of time. Long-term trials 
are required to reflect on the impact of using 
exoskeletons on different factors more accurately. 
Furthermore, while subjective metrics can be useful for 
evaluation of exoskeletons from a usability perspective, 
the lack of objective measures limits the generalization 
of the analysis. Future studies should also include 
objective evaluation features [12] for a more 
comprehensive analysis. Furthermore, the findings of 
studies such as this one can be used in future studies to 
assist with improving the design of exoskeletons.  
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Abstract -
Unmanned aerial vehicles (UAVs) are being employed in 

many areas such as photography, emergency, entertainment, 
defence, agriculture, forestry, mining and construction. Over 
the last decade, UAV technology has found applications in nu-
merous construction project phases, ranging from site map-
ping, progress monitoring, building inspection, damage as-
sessments, and material delivery. While extensive studies 
have been conducted on the advantages of UAVs for various 
construction-related processes, studies on UAV collaboration 
to improve the task capacity and efficiency are still scarce. 
This paper proposes a new cooperative path planning algo-
rithm for multiple UAVs based on the stag hunt game and 
particle swarm optimization (PSO). First, a cost function for 
each UAV is defined, incorporating multiple objectives and 
constraints. The UAV game framework is then developed 
to formulate the multi-UAV path planning into the problem 
of finding payoff-dominant e quilibrium. Next, a PSO-based 
algorithm is proposed to obtain optimal paths for the UAVs. 
Simulation results for a large construction site inspected by 
three UAVs indicate the effectiveness of the proposed algo-
rithm in generating feasible and efficient flight paths for UAV 
formation during the inspection task.

Keywords -
Unmanned aerial vehicle; Cooperative path planning; 

Stag hunt game; Payoff-dominant equilibrium; Particle 
swarm optimization

1 Introduction
The immense development of unmanned aerial vehi-

cles (UAVs) technologies has been drawing significant at-
tention in civilian sectors. In the construction domain, 
researchers and enterprises tend to seek safer and more 
efficient solutions for carrying out construction-related 
tasks. As modern technologies have reduced the cost of 
UAVs while increasing their dependability, operating time, 
and maneuverability, smart drone-powered solutions have 
been introduced as a platform to assist construction activ-
ities. They are well-established in numerous construction 
project stages such as construction site monitoring and

3D mapping [1], building and damage inspection [2], and
package delivery logistics [3], demonstrating prospects for
wide usage of drones.

Due to the increased quantity and complexity of con-
struction jobs, such as large-site 3D mapping or multiple-
package delivery, a single dronewith restricted size and ca-
pability may sometimes not fulfill the requirements. Con-
sequently, multi-UAVs can be deployed to collaborate as
a team for the applications mentioned above in order to
optimize processing time and operating possibilities [4].

A hierarchical structure formation system includes three
layers: task management, path planning, and task execu-
tion, as shown in Figure 1. The task management layer
holds and keeps track of the mission’s objectives. Based
on these objectives, this layer allocates resources and tasks
to UAVs and acts as a decision-maker. From mission re-
quirements, the path planning layer generates feasible tra-
jectories for the formation. This layer aims to plan optimal
paths for the UAVs moving in a known environment from
the start to their target locations. This layer comprises
three blocks: real-time trajectory modification, data ac-
quisition, and cooperative path planning, wherein the col-
laborative path planning block is the primary function of
the system and determines the overall optimized path for
each quadcopter. Nonetheless, due to uncertainties that
may occur along the route in practical applications, the
real-time trajectory modification block is combined with
the system. The formation can deal with emergencies
such as a suddenly appearing obstacle. Generated paths
will then be passed down to the task execution layer. This
layer directly is connected with the propulsion system of
the quadcopter and generates the control laws. To enhance
system performance, real-time data, i.e., UAVs’ position
and velocity, are fed back to the path planning layer to
adjust the path, providing a closed control loop.

This paper focuses on cooperative path planning, where
the path-planner produces trajectories to fulfill the mis-
sion objectives. The mission objectives include forma-
tion shape maintenance, minimum path lengths, and threat
avoidance. The development is then illustrated in the in-
spection of a construction site.
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Figure 1. Hierarchical UAV control structure.

2 Related works and Rationale

Path planning for multiple UAVs has been becoming
an active research topic recently. The objectives and ap-
proaches may be different depending on the application
domain.

The artificial potential field is one of the most widely
used techniques for UAV cooperative path planning [5].
It considers the operating space as a potential field, with
attractive fields surrounding the target and repulsive fields
around obstacles. For cooperation, new fields are added,
including the internal attractive potential fields to retain the
formation configuration and the internal repulsive fields to
prevent the UAVs from colliding with each other. The
paths are then generated under the total force acting on
the UAVs at each position. This technique can produce
smooth and continuous paths. It, however, faces local
minima problems when the total force is reaching zero.

In another direction, optimal control methods have been
used for cooperative path planning by considering a nu-
merical optimization problem subject to multiple con-
straints [6]. It first finds paths for single vehicles and
then attains their cooperation by constraints. To generate
paths, optimal control signals for individual quadcopters
are computed using the mixed-integer linear programming

(MILP). Although the MILP can solve the optimization
problem with different constraints, it involves high com-
putational complexity.
Recently, evolutionary algorithms (EA) have been used

to solve multi-UAV cooperative path planning with the
capability to find optimal solutions in complex scenarios
[7]. They often include two stages, one for individual UAV
path planning and the other for path cooperation. Initially,
each vehicle is associated with the EA process to generate
a feasible path. Those paths are then adjusted via a global
cost function to achieve the required cooperation. This
approach can generate smooth cooperative paths as it does
not discretize the workspace. It however may converge to
sub-optimal solutions if cooperative constraints and ma-
neuver properties of UAVs are not properly addressed.
On the other hand, as a theoretical framework for strate-

gic resolving of interactions among competing players,
game theory has gained its applications in a variety of
fields such as construction bidding [8] and environmental
management in the mining industry [9]. In the game, the
purpose is to maximize the profit, which depends on not
only actions of a player but also other players. Therefore,
the best strategy relies on what the player expects others
to do. Most games in the literature can be classified as co-
operative and non-cooperative [10]. In cooperative games
(CGs), several players share a common objective to better
achieving it than those working alone. However, a major
issue with CGs remains trade-off between the stability of
the player groups and the system efficiency [11]. In con-
trast, each player in noncooperative games (NCGs) has
their own properties such as the payoff function, procedu-
ral details of the game, intention, and possible strategies
which make him more inclusive than in CGs. Among
NCGs, Nash Game is widely applied to the situation that
all players have to simultaneously make their decisions in
symmetric competitions, such as in exploring the public-
private partnership investment incentives [12] or seeking
strategies for clusters in a distributed system [13]. In these
games, each player only has partial information about the
choices of others.
In general, Nash games revolve around the prisoner’s

dilemma (PD), where the stable cooperation is inhibited by
its most restrictive conditions: defecting is a dominating
option as it always offers a greater payout regardless of
how the other player while collaboration is risky [14].
Meanwhile, numerous types of dilemmas are available, the
most famous of which is the stag hunt game [15], therein
players desire to coordinate, i.e., the preferred choice is to
always do as the rival acts. While in such games, mutual
defection and mutual cooperation are evolutionary stable
strategies, only the mutual cooperation results in a pay-off
dominant equilibrium [16].
From the UAVs’ cooperation perspective, where profit
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from cooperation is muchmore than profit from individual
effort, the stag hunt game can better resolve the conflict
between individualUAVs. This is especially the casewhen
examining the influence of group selection, in which social
interactions aim to maximize the group’s performance.
This paper proposes a stag hunt game based algorithm

for UAV cooperative path planning. A cost function is
first defined including all requirements on formation, path
feasibility, safety and optimality. Unlike existing EA ap-
proaches, our method considers cooperative constraints in
every individual to maximize the overall profit. The path
planning problem is therefore modelled as a game where
UAVs are the players. The strategy for each UAV is then
formulated and enhanced PSO is introduced to obtain the
payoff-dominant equilibrium. As a result, optimal paths
can be achieved with the formation being maintained.
This paper is structured as follows. Section 3 formulates

the cooperative path planning problem. Section 4 presents
the proposed stag hunt based game and enhanced PSO.
Numerical simulation results are provided in Section 5.
Finally, a conclusion is given in Section 6.

3 Problem formulation
3.1 Multi-vehicle path planning

Consider a team of N drones operating in a given flying
area, including numerous obstacles, as shown in Figure 2.
The position of the UAV group is determined in an earth
frame, xyz, by P = [P1

T ,P2
T , ...,PN

T ]T , where N is the
total number of drone members and Pn = (xn, yn, zn)T is
the location of the n-th vehicle.

Goal
Obstacles

xy

z

Start

Figure 2. Definition of the path planning problem.

The problem of path planning is to establish a feasi-
ble route connecting the start and target positions in a
collision-free environment while fulfilling a number of
constraints. The problem can be expressed as an opti-
mization process that is subjected to several costs. For a

single UAV planning problem, it can be formulated as

P(0)
X(k)

−−−−−−−→
s.t . Js (X(k))

P(end), (1)

where P(0) and P(end) are corresponding to the start and
the target poses, k stands for the waypoint instant, and
X(k) denotes the path of the UAV, including a total of K
waypoints subjected to the single-UAV cost Js(X(k)).
In single-vehicle path planning, to attain the most effec-

tive path, the cost Js(X(k)) should be optimized, fulfilling
constraints on path length, threat avoidance, and turning
angle limit. It is defined as

Js(X(k)) = ω1

K−1∑
k=1

L(k) + ω2

K−1∑
k=1

T∑
τ=1

Dτ(k) + ω3

K∑
k=1

H(k)

+ ω4

K−2∑
k=1

θ(k) + ω5

K−1∑
k=1
|ϕ(k) − ϕ(k + 1)| ,

(2)

where L(k) is the path length, D(k) is the safety cost con-
cerningT threats, H(k) stands for the altitude payoff, θn(k)
and ϕn(k) correspond to the turning angle and climbing
angle, ωi , for i = {1,2, ...,5}, are the weight coefficients.
More details about the single cost function are presented
in our previous work [17].
Extending the problem into the multi-vehicle formation

path planning, it is written as

Pn(0)
Xn(k)

−−−−−−−→
s.t . J(Xn(k),X

−
n (k))

Pn(end), n = 1,2, ...,N, (3)

where Xn(k) and X−n (k) are corresponding to the path of
UAVn and a set of its neighbours’ paths. Themulti-vehicle
cost function, J(Xn(k),X−n (k)), consists of a single cost and
a formation cost, computed as

J(Xn(k),X−n ) = Js(Xn) + βJf (Xn,X−n ), (4)

where Js(Xn) is computed as (2), Jf (Xn,X−n ) is the forma-
tion cost, and β is a weighting factor. The cost function
for the formation constraint is determined as follows.

3.2 Formation cost function

We apply here the graph-theoretic approach to repre-
sent the structure of the formation and interaction among
UAVs. A graph is defined by G = (V,E), in which
V= {v1, v2, . . . , vN } and ε = (vn, vn′) ∈ E represent the ve-
hicles in the group and their interconnections, respectively.
To form a formation, there must exists an interconnection
in E between any two vertices (vn, vn′) ∈V. Consider our
graph is egde-weighted, i.e., each interconnection in the
graph is weighted by µnn′ . The graph incidence matrixD
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has the dimension of N ×M , where its uv-th entry is equal
to 1 or −1 if the UAVn is respectively the head or tail of
the v-th edge, and 0 otherwise.

The configured formation shape is defined by a refer-
ence position set, Pr = [P1r

T ,P2r
T , ...,PSr

T ]T , where an
element Pnr = (xnr , ynr , znr )

T is given as the reference
position of UAVn. The relative reference between two
neighbors, n and n′, is then obtained as Pnn′r = Pnr − Pn′r .
Accordingly, the formation error betweenUAVn andUAV′n
is calculated as Pn−Pn′−Pnn′r . Denote D̂=D⊗ I3, where
operator ⊗ is the Kronecker product. The formation error
for UAVn can be expressed as

En =
∑
n′∈E

µnn′ ‖Pn − Pn′ − Pnn′r ‖
2

= (P − Pr )
T D̂ŴnD̂

T
(P − Pr ) = | |P − Pr | |

2
D̂Ŵn D̂

T ,

(5)

where Ŵn = Wn ⊗ I3 and Wn = diag[µnn′] is a diagonal
matrix of dimension M × M for the weights µnn′ .

Let d̄n(k) be the Euclidean distance from UAVn to its
nearest neighbor at the waypoint k, rn be the radius of
UAVn, and ds be the safe distance. To avoid collision be-
tween vehicles, the distance between a UAV and its nearest
neighbor needs to be smaller than the sum of a safe dis-
tance, ds , and twice the UAV radius, rn. Therefore, we
incorporate this collision avoidance condition by reformu-
lating the formation error as

En(k) =

{
| |P(k) − Pr | |

2
D̂Ŵn D̂

T , if d̄n(k) > ds + 2rn
∞, if d̄n(k) ≤ ds + 2rn.

(6)

The formation cost function is then defined as below:

Jf (Xn,X−n ) =
K∑
k=1

En(k). (7)

4 Stag hunt game-based algorithm for UAV
cooperative path planning

Given the cost function J(Xn,X−n ) defined for each
UAV, the cooperative path planning becomes finding paths
Xn,n = 1,2, ...,N to simultaneously minimize J(Xn,X−n ).
Since this cost depends on not only path Xn generated
for UAVn but also its rivals’ paths X−n , finding optimal
solutions is a challenging problem.

4.1 The game of stag hunt

To resolve conflicts and interactions among rational
decision-makers [18], players can pursue their individ-
ual objectives by considering possible goals, behaviors,
and countermeasures of other decision-makers to achieve
a win-win situation.

The stag hunt game, originated by J.J. Rousseau [19],
illustrates a conflict between safety and social cooperation.
In the game, two hunters independently decide whether to
hunt a stag or a hare without knowing the other’s decision.
One hunter can catch a hare individually with a high guar-
antee of success. Meanwhile, the value of a shared stag
is far greater than that of a hare, but cooperation between
hunters is required to hunt a stag successfully. Therefore,
it would be much better for each hunter to choose a more
ambitious and far more rewarding goal instead of deciding
on a total autonomy and minimal risk strategy. The payoff
matrix in Figure 3 illustrates a generic stag hunt with two
players.

Sh
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te

Defect

D
ef
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t

4, 4 0, 2

2, 0 2, 2

Payoff-
dominant 
equilibrium

Risk-dominant equilibrium

Figure 3. Payoff matrix of stag hunt game

In a game, "Nash equilibrium" is reachedwhen no player
can obtain more profits if others do not change their strate-
gies. Formally, a stag hunt is a game with two pure Nash
equilibria: risk dominant and payoff dominant. A Nash
equilibrium is called "risk dominant" if it has the largest
basin of attraction, implying that it is less risky. This
means that the more ambiguity players have about the
other player’s intentions, the more likely they are to pick
the plan that best suits them. Meanwhile, the payoff dom-
inant equilibrium is defined as being Pareto superior to all
other Nash equilibria in the game.

Pareto optimality is a fundamental concept represent-
ing efficiency in a multi-objective optimization problem
consisting of several conflicting objectives. A set of al-
ternatives is considered a Pareto optimal solution if no
reallocation can further improve any one of the objectives
without degrading at least one other. In the stag hunt
game, when confronted with a decision among multiple
equilibria, all players would vote on the payoff dominant
equilibrium since it provides each member with at least as
much profit as the other Nash equilibria.

From the mathematical point of view, a formal presen-
tation of the payoff-dominant equilibrium is as follows.
Consider a stag hunt game described as G = (N,S,U),
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where N is a set of players, S = (S1,S2, ...,SN ) denotes
strategy sets, where Sn = (xn1, xn2, ..., xnΣ ), n = 1, ...,N ,
represents all Σ strategies made by the n-th player, and
U = (U(x1),U(x2), ...,U(xN )) stands for a set of players’
utility. The allocation

∗

X = { ∗x1,
∗x2, ...,

∗xN }, where
∗xn ∈ Sn,

is defined as Pareto optimal if it dominates all other re-
allocation X = {x1, x2, ..., xN }, i.e., both of the following
requirements are met:

∀n ∈ {1, ...,N},U( ∗xn) ≥ U(xn), (8a)

�n′ ∈ {1, ...,N} : U( ∗xn′) < U(xn′). (8b)

4.2 The game of UAV cooperation

Each vehicle in the cooperative path planning problem
has been assigned a cost function J(Xn,X−n ) defined in (4).
These cost functions interact among vehicles. Therefore,
it becomes challenging to solve multiple optimal prob-
lems simultaneously. As can be seen, the stag hunt game
concept aligns well with the cooperative path planning
problem and is promising for its solution. As such, this
paper proposes a stag hunt game-based approach for coop-
erative UAVs. The two-step procedure to implement the
proposed game-based scheme is as follows.
In the first step, the cooperation of multiple UAVs is

formulated as a game to model interactions among the
drones, including three key elements: players, strategies,
and utility. Each vehicle in the formation is considered as
a player, also called a decision-maker. During the game,
all UAV players have to simultaneously provide a route,
Xn, defined as the player’s strategy, without knowledge of
the other player’s decision. Each player will get his own
utility, corresponding to the multi-vehicle cost J(Xn,X−n ),
which is a function of strategies made by himself Xn and
his rivals, X−n .
Indeed, one UAV can reach its target position alone

by solving its single UAV path planning problem to ob-
tain the minimum single cost, Js(Xn). In a cooperative
task, however, this individual optimal solution could re-
sult in a significant formation error, En(k), leading to
a high formation cost Jf (Xn,X−n ). To successfully per-
form a cooperative UAV mission with a higher profit, it
would be better for each player to choose the more ambi-
tious goal of achieving a far greater reward by providing
a formation preserving path in expectation of the other
vehicle’s cooperation. Therefore, the multi-vehicle cost,
J(Xn,X−n ), combining both single cost Js(Xn) and forma-
tion cost Jf (Xn,X−n ), should be optimized for all players
simultaneously. Accordingly, the game aims to find a
payoff-dominant equilibrium.
In the second step, an enhanced PSO-based algorithm

is introduced to solve the Pareto optimality, resulting in a
payoff-dominant equilibrium as a desired outcome. This
step will be presented in the following section.

4.3 Enhanced PSO-based approach for finding
payoff-dominant equilibrium

Particle swarm optimization (PSO) is a stochastic op-
timization algorithm for optimizing a problem by itera-
tively improving a candidate solution concerning a partic-
ular quality measure. It solves a problem by generating a
population of possible solutions, known as particles, and
relocating them in the search space using a few simple for-
mulae based on the particle’s position and velocity. Each
particle’s movement is guided by its local best-known po-
sition and the global best-known pose in the search space,
updated when other particles discover better places. This
is anticipated to direct the swarm toward the best options.
Formally, consider a d-dimension search space and a

swarm consisting of Npop particles, each particle i has a
position Xi ∈ R

d and a velocity Vi ∈ R
d . Let Qi be the

best known position of particle i and Qg be the best known
position of the entire swarm. The dynamic algorithm of
the swarm is defined as below:

Vi(t+1) = c0Vi(t)+c1r1[Qi(t)−Xi(t)]+c2r2[Qi(t)−Xi(t)],
(9)

Xi(t+1) = Xi(t)+Vi(t+1), (10)

where c0 is the inertia weight, c1 and c2 are corresponding
to self confidence and swarm confidence parameters, and
r1 and r2 are random values uniformly distributed in the
interval [0,1].
In the UAV path planning problem, the position of a

particle is encoded by the flight path Xn. Accordingly,
the entire swarm consists of Npop path particles, which
are updated for the optimal solution. To speed up the
search process, we employ in this study a variant of PSO
named spherical vector-based particle swarm optimization
(SPSO) developed in our previouswork [17]. In the SPSO,
waypoints of a flight path are represented in the spherical
coordinate system to exploit the correspondingmagnitude,
elevation, and azimuth components of the variables with
speed, turning angle, and climbing slope of the UAV.
To further develop the SPSO for cooperative path plan-

ning involving multiple UAVs, we introduce a game-
based SPSO to find the payoff-dominant equilibrium. The
pseudo-code for the optimization process is described in
Algorithm 1. The detail of the algorithm is as follows.
(i) Initialization:
Initially, parameters of the PSO including c0, c1, c2,

number of iterations maxIt, and number of particles Npop

are first initialized. At this stage, corresponding to It = 0,
random strategies of the players are also generated and
assigned as initial optimal strategies

∗

Xn,
∗

X−n .
(ii) Evaluation:
At each iteration, from It=1 to maxIt, cost values rep-

resenting the players’ profit, Ji(Xn(It),X−n (It)), are com-
puted as (4), where i denotes a particle in the n-th swarm.
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Algorithm 1 Game-based PSO implementation
1. Initialize PSO parameters: c0, c1, c2,maxIt,Npop;
2. Set It = 0, generate random player’s strategies;
3. Obtain the initial optimal strategies

∗

Xn,
∗

X−n ;
for It = 1 : maxIt do
4. Calculate J(Xn(It),X−n (It)), for n = 1,2, ...,N;
if J(Xn(It),X−n (It)) ≤ J(

∗

Xn,
∗

X−n ), ∀n = 1,2, ...,N
then
5. Update

∗

Xn = Xn(It);
∗

X−n = X−n (It);
end if
6. Record

∗

Xn,
∗

X−n ;
7. Update Xn, X−n ;

end for
8. Obtain

∗

Xn, ∀n = 1,2, ...,N .

(iii) Optimal strategy:
The best strategies of all players associated to the parti-

cle i at the iteration It are updated if there is more benefit
for at least one player without decreasing the other play-
ers’ profit, i.e., the condition (8) is met. Based on them,
the strategy of each player is adjusted for the subsequent
iteration according to equations (9) and (10) of the PSO.
(iv) Termination:
The algorithm is terminated when exceeding the max-

imum number of iterations, maxIt. Finally, the payoff-
dominant equilibrium, or the best allocation,

∗

X =

{
∗

X1,
∗

X2, ...,
∗

XN }, is obtained.

5 Simulation results
This section presents simulation results of the proposed

path planning algorithm for a group of three drones. The
aim is to generate paths for the UAVs flying in an equilat-
eral triangle formation. However, it should be noted that
there are no specific constraints on the configuration of
formation shapes. The incidence matrix D is defined as

D =


1 1 0
−1 0 1
0 −1 −1

 . (11)

The interconnection weights are set as W1 = [1 1 0],
W2 = [1 0 1], and W3 = [0 1 1]. Noting that the weights
for interconnections are set equal among players since all
players play a similar role in the team. In the total cost
function, weighting coefficients [β, ω1, ω2, ω3, ω4, ω5]
were chosen as [1, 100, 100, 1, 1, 1] for UAV1 to obtain
a short collision-free path and [100, 1, 100, 1, 1, 1] for
UAV2 and UAV3 to follow their paths while maintaining
the formation and avoiding collisions.
In the simulation, we considered two scenarios of con-

struction sites with different sizes of obstacles, illustrating
different levels of complexity, to validate the efficiency of
the proposed algorithm.

5.1 Construction site with big-size obstacles

In Scenario 1, we considered a construction site with
dimensions of 100m × 100m × 35m. The drones were
required to travel from the start location to the goal to per-
form a site monitoring task. The start locations of UAVs
were set at: Pstart

1 = (15; 18.66; 20), Pstart
2 = (10; 10; 20),

and Pstart
3 = (20; 10; 20). We confirmed the goal poses

at Pgoal
1 = (85; 88.66; 20), Pgoal

2 = (80; 80; 20), and
Pgoal

3 = (90; 80; 20). The formation reference was ob-
tained at the same as the target position, i.e., P1r =Pgoal

1 ,
P2r = Pgoal

2 , and P3r = Pgoal
3 . In the construction site,

there were two threat areas modeled as yellow cylinders
located at (40,40) and (60,60)with a radius of 9m. Param-
eters of the PSO were set as c0 =0.999, and c1 = c2 =1.5.
The PSO runwith 2000 particles for 1500 iterations. Aside
from the start and goal nodes, each path was established
by K=10 waypoints.
The simulation results are shown in Figure 4. The figure

shows that collision-free paths are generated. Importantly,
an equilateral triangular configuration of UAVs is retained
throughout the entire mission, illustrating the efficiency of
the proposed approach. The altitude of the UAV team is
displayed in Figure 5. The figure demonstrates that the de-
sired height of the vehicles w.r.t. the ground, around 20 m,
is achieved and maintained through the routine, further
demonstrating the feasibility of the proposed algorithm.

Figure 4. Generated paths for Sencario 1

5.2 Construction site with small-size obstacles

In Scenario 2, we examined the UAV team that has to
fly across a construction site to accomplish some tasks.
The start and goal locations of the UAVs were chosen
to be the same as that of Scenario 1. In Scenario 2,
however, two construction cranes as obstacles were located
at (40,48) and (74,43) with a radius of 4 m. To enhance
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Figure 5. UAVs’ altitude

the level of complexity, two more virtual obstacles with
the same radius were added at (20,70) and (70,60). In
this simulation, the performance of the proposed stag hunt
game-based algorithm was compared with other available
techniques that treat the entire UAV fleet as a rigid body,
and path planning was achieved for a virtual drone placed
at the centre of the formation [20].
Figure 6 and Figure 7 depict the planned stag hunt game-

based path and the planned rigid formation path, respec-
tively. It can be seen that both techniques achieve collision-
free and formation-preserving routes. However, the whole
group of UAVs, using the rigid formation method, travels
around obstacles, resulting in long distances. Meanwhile,
the proposed game-based approach presents a capability to
split and merge the UAV fleet to avoid small-sized threats
and reduce the cost. This illustrates the benefit of the
proposed algorithm.

Figure 6. Stag hunt gamed based path

Figure 8 depicts the cost values of all UAVs. As can
be seen in the figure, the logarithm of cost values of the
UAVs using the stag hunt game-based approach converged
to 11.6, 9.7, and 10, after 1000 iterations, implying that
the payoff-dominant equilibrium in the UAV game has
been achieved. Compared to the logarithm of the cost

Figure 7. Rigid formation path

value of the virtual UAV using the rigid formation tech-
nique, which was about 12.62, all three UAVs achieved
better utility. This confirms that the obtained game-based
strategy dominates the rigid formation strategy. Since the
proposed method requires a larger number of particles
and iterations to achieve the payoff-dominant equilibrium,
resulting in a higher computational cost. However, the
path planning algorithm is implemented offline, this cost
is worth for a better Pareto optimal result.
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Figure 8. Cost values

6 Conclusion
This study has introduced a novel method based on the

stag hunt game theory and game-based particle swarm op-
timization for cooperative UAVs navigating to assemble
into a desired formation configuration. The UAV col-
laborative path planning problem is solved by finding the
payoff dominant equilibriumof the game. An optimization
framework using PSOwas integrated to find the Pareto op-
timality by minimizing all cost functions simultaneously.
Extensive simulation has been conducted to evaluate the
performance of the proposed method for various scenarios
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in monitoring construction sites with multiple UAVs. Our
future work will develop receding horizon game theory-
based platforms for cooperative UAVs in a dynamic con-
struction environment.
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Abstract 
The interest in the use of robots in the construction 

industry has been around for several decades; 
however, the advancement of technology for related 
applications has been slow. Considering that most 
construction robots are not fully automated and 
require extra guidance and instructions from the 
operators, an autonomous way for robots to 
understand how to execute specific construction tasks 
is needed. Reinforcement learning (RL) is a possible 
solution to this problem. Instead of explicitly detailing 
the solution to a problem, RL algorithms enable a 
robot to autonomously discover an optimal behavior 
through trial-and-error interactions with its 
environment. It constructs a learning model to solve 
various sequential decision-making problems. RL 
algorithms could help construction robots establish a 
learning process based on the feedback from the 
construction site and lead to an optimal strategy to 
finish the sequential construction work. Nowadays, 
on-site construction robots still require tedious work 
in preprogramming. Many other areas have used RL 
algorithms on different tasks, such as dexterous 
manipulation, legged locomotion, or pathing planning; 
thus, there is great potential for combining 
construction robot applications with RL algorithms. 

Despite these achievements, most works 
investigated single-agent settings only. However, 
many real-world applications naturally comprise 
multiple decision-makers that interact 
simultaneously, such as traffic modeling for 
autonomous vehicles and networking communication 
packages for multi-robot control. These applications 
have faced significant challenges when dealing with 
such high-dimensional environments, not to mention 
the challenges for the on-site construction robots. The 
recent development of deep learning has enabled RL 
methods to drive optimal policies for a sophisticated 
high-dimensional environment. To the best of our 
knowledge, there is currently no extensive survey of 
the applications of RL techniques within the 
construction industry. This study can inspire future 

research into how best to integrate powerful RL 
algorithms to achieve a higher-level autonomous 
control of construction robots and overcome resource 
planning, risk management, and logistic challenges in 
the industry. 

Keywords – 
Construction robot; Deep reinforcement 

learning; Multi-agent; Task allocation; Path 
planning 

1 Introduction 
With the expansion of technologies, the 

construction industry has seen significant attempts at 
robotization. Some single-purpose robots were 
designed to conduct specific tasks in highly controlled 
environments. These applications have shown 
promising results for single repetitive tasks. 
However, all these robotic applications do not have 
the capabilities to adapt their operations to unique 
work environments. Their motions implement 
mobility, and manipulations are preprogrammed by 
the expertise considering the characteristics of tasks 
and work environments, which limited the wide usage of 
such robotic systems. Thus, instead of preprogramming 
all the details, a way for the robot to learn by itself 
and adopt different scenarios on the construction site is 
necessary to develop construction robot applications. 
Reinforcement learning (RL) seems to be a promising 
solution to these problems. 

RL and optimization control theory are used to 
solve a wide range of tasks using a simple architecture 
where the agent operates in an environment that models 
the task it needs to fulfill. RL studies how to use past 
data to enhance the future manipulation of a 
dynamical system that adequately adapts to 
environmental changes [1]. Over the past decades, 
advances in RL have led robotics to be highly 
automated and intelligent, with safe operation 
instead of manual work for many challenging tasks. As 
an essential branch of machine learning, RL can realize 
sequential decision-making and has made a series of 
significant breakthroughs in robot applications. It has 
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led to a wide range of impressive progress in various 
domains, such as industrial manufacturing [2], board 
games [3], robot control [4], and autonomous driving [5]. 
Although so much success has occurred in various 
robotic domains, few studies have focused on robots in 
construction applications. 

The lack of attention for RL in the construction 
industry is due to its complexity [6]: with too many 
uncertainties on the job site and massive data from the 
dynamic environment, it is tough for the robot to model 
the tasks, set up the simulator, and get predictions from 
past results. However, considering the development of 
the digitalization of the construction industry, with the 
more standardized construction process and more 
modular products coming into the market, the 
construction work is far more predictable than it used to 
be. Besides, with BIM models becoming the norm in 
most job sites, the numerous information stored in the 
digitalized model can provide reliable data for simulation 
of the robot’s behavior. Thus, this study aims at 
establishing the connections between RL and 
construction robotic applications, trying to advance the 
functionality and reliability of the current construction 
robot systems. 

Therefore, a review of reinforcement learning 
applications in construction is presented herein to guide 
subsequent research. This paper aims to help researchers 
working in this field quickly place their work within the 
current spectrum, bearing in mind the current challenges 
and potential. The rest of this paper organizes as follows: 
Section 2 summarizes the state of the art of the algorithms 
and gives a brief overview of RL applications. Section 3 
provides a framework to figure out how to apply these 
algorithms to construction robot applications. Section 4 
presents a simple case study to adopt the RL algorithms 
and explains how to set up the algorithms and the 
environment. Section 5 discusses the results, and Section 
6 summarizes the findings and provides further 
advancement for future research. 

2 State-of-the-art RL 

2.1 RL Overview 
RL is about training an agent to interact with its 

environment. The agent arrives at different scenarios 
known as states by performing actions. Actions lead to 
rewards which could be positive or negative [8]. 

Some key terms that describe the essential elements 
of an RL problem are as shown in Figure 1: 

a. Environment — Physical world in which the 
agent operates 

b. State — Current situation of the agent 𝑆𝑆𝑡𝑡, Next 
situation 𝑆𝑆𝑡𝑡+1 after taking an action. 

c. Action — Step 𝐴𝐴𝑡𝑡 taken by the agent when in a 
particular state. 

d. Reward — Feedback from the environment 𝑅𝑅𝑡𝑡 . 
e. Policy — Method to map an agent’s state to 

actions. 
f. Q-Value — Expected return 𝑞𝑞π(𝑠𝑠,𝑎𝑎) starting 

from state 𝑆𝑆𝑡𝑡, following policy π, taking action 
𝐴𝐴𝑡𝑡, used to determine how good an action is. 

The RL process is a cycle that begins with the 
observation of a current state, choosing an action, 
observing the received state, and updating the evaluation 
of its value function based on the action taken. After that, 
the next cycle begins. 

 
Figure 1. Reinforcement learning scheme 

If the action’s highest quality value (Q-value) is 
selected in every state, it results in the optimal policy. Q-
learning finds an optimal policy in the sense of 
maximizing the expected value of the total reward over 
any successive steps, starting from the current state. 

Policy Gradient is another popular method. It does not 
calculate the Q-value but instead uses a policy. The 
policy learns a mapping from every state to act, and its 
objective is to find which actions lead to higher rewards 
and increase their probability. The policy gradient 
observes the environment, acts in it and keeps updating 
its policy based on its rewards. After multiple iterations, 
the policy converges to a maximum value. 

In section 4, our example that illustrates how to adopt  
Deep Reinforcement Learning (DRL), and Multi-agent 
Reinforcement Learning (MARL) on construction robots, 
will mainly focus on these two most used methods. 

2.2 DRL to handle the dynamic environment 
In situations with extensive state and action spaces, it 

is not feasible to learn the policy for each state and action 
pair. DRL allows agents to make decisions from high-
dimensional and unstructured input data [9] using neural 
networks to represent policies. DRL combines both the 
technique of giving rewards based on actions from RL 
and the idea of using a neural network for learning feature 
representations from deep learning [10]. DRL is among 
the most promising algorithms when a predefined 
training dataset is required, which suits robotic 
manipulation and control tasks [11]. 

DRL is firstly used in video games and simulated 
control, which does not connect with the constraints of 
learning in natural environments. In 2015, Mnih et al. [7] 
used a Deep Q-Network (DQN) structure to create an 
agent that outperformed a professional player in 49 
classic Atari games. With the development of algorithms, 
DRL has also demonstrated promises in enabling 
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physical robots to learn complex skills in the real world 
[12]. For example, DRL algorithms allow robots to learn 
tasks such as door opening [13] and to grasp and 
assemble objects using manipulators [14] with low-
dimensional state observations.  

With the exact logistics, by adopting the DRL 
algorithms to construction robots, robots can be trained 
in a dynamic environment. with simulation or execution 
in the real world, the robot will generate its dataset 
autonomously by accumulating its experience. And then, 
with iterations of training, the robot could find the 
optimal actions to take from the dataset generated when 
given an initial state.  

2.2.1 MARL to solve multi-agent situations 

As real-world problems have become increasingly 
complicated, there are many situations where a single 
DRL agent cannot cope. Traditional RL approaches such 
as Q-Learning or policy gradient are poorly suited for 
multi-agent environments. One issue is that each agent’s 
policy changes as the training progresses, and the 
environment becomes non-stationary from any 
individual agent’s perspective [15]. Learning among the 
agents sometimes causes changes in an agent’s policy 
and can affect the optimal policy of other agents. The 
estimated potential rewards of action would be inaccurate, 
and therefore, good policies at a given point in the multi-
agent setting could not remain so in the future. To solve 
this problem, based on the current literature, generally, 
two ways are used chiefly to solve this multi-agent 
framework. 

The centralized learning approach assumes a joint 
model for all the agents’ actions and observations [16]. A 
centralized policy maps the joint observation of all the 
agents to joint action. A significant drawback of this 
approach is that it is centralized in both training and 
execution and leads to an exponential growth in the 
observation and actions spaces with the number of agents.  

The centralized paradigm is usually a beneficial 
choice for exchanging information between agents, and 
problems like non-stationarity, partial observability, and 
coordination can be diminished [17]. In 2016, Mnih et al. 
[18] introduced a lightweight approach based on actor-
critic architecture by simultaneously training multiple 
agent-environment instances. As a result, many other 
works have started to extend the state-of-the-art single-
agent asynchronous advantage actor-critic algorithm to 
enable multi-agent training to accomplish more 
sophisticated tasks. Elfakharany et al. [19] proposed 
another framework using the policy gradient method 
known as Proximal Policy Optimization (PPO) to 
allocate path planning globally in a shared environment 
among multiple robots.  

The second method uses decentralized learning. In 
the decentralized execution paradigm, the agents make 
decisions independently according to their individual 
policies [16]. Multiple agents work together to learn a 

homogeneous, distributed policy toward a common goal 
without explicitly interacting. One of the advantages of 
this approach is that it makes the learning of 
heterogeneous policies easier. It can be beneficial in 
domains where agents may need to take on specific roles 
to coordinate and receive a reward. For example, 
Sartoretti et al. [20] proposed an approach that relied on 
decentralized policy in an entirely visual system and 
succeeded in multi-agent-based brick construction. With 
a similar actor-critic architecture. However, training 
individual policies does not scale to many agents. 
Because the agents do not share the experience, this 
approach adds additional sample complexity to the RL 
task. Second, as the agents are learning and adjusting 
their policies, the change in the policies make the 
environment dynamics non-stationary. Stored 
experiences can be quickly meaningless due to the 
changing dynamics of other agents. 

In addition to these two generally used methods, to 
speed up the learning procedure, another method can be 
used as a supplement by adding prior knowledge to guide 
the multi-agent learning process. Prior knowledge can 
dramatically help guide the learning process. These 
approaches significantly reduce the search space and, 
thus, speed up the learning process [21]. For example, in 
[22, 23], both the prior knowledge and prior rules are 
used to improve the DQN algorithm to solve the multi-
robot path-planning problem. 

3 RL with construction robots 
RL has been widely adopted in different industries 

such as video games, marketing, public services, and 
manufacturing; however, there is no review of combining 
RL techniques with the construction industry. Aiming to 
inspire future research into solving the single-agent and 
multi-agent construction task execution problem, this 
section presents a survey discussing the possible 
challenges, opportunities, and research areas for the 
adoption of RL with construction robots based on 
previous studies and applications in relevant areas. 

3.1 Challenges of construction robot training 
3.1.1 Hard to build up the training environment 

As an essential branch of machine learning, In 
comparison to supervised and unsupervised learning, few 
works have been published using the RL algorithm in the 
construction research field. The main reason for this may 
be that RL is a trial and error-based algorithm, which is 
hard for researchers to build up the training scheme in 
construction scenarios [24]. It is hard to initialize the 
agent(s) and the environment. To address that, RL 
research has generally been divided into two types of 
works [10]. The first type uses simulated control by 
testing virtual data in a simulated environment to verify 
the feasibility of robotic manipulation in the real world. 

377



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

The second type is to ask the robot to sense the natural 
environment and learn directly in a real-world 
environment through trials and errors. 

Due to the existence of many complex and random 
factors on the construction site, it is often impractical to 
develop an explicit construction environment based on 
the real-world situation. Construction sites are dynamic. 
Tracking changes and simulating real-world physics is 
hard in real-time. Besides, the simulation of robot models 
is also time-consuming. Generally, the simulation can 
only mimic the situation in small-scale scenarios, which 
is insufficient for large-scale construction operations. For 
real-world RL learning, errors or collision happens, and 
construction robotic systems are fragile and expensive. 
Therefore, it is not wise to test the robot directly on a 
dangerous construction site. 

3.1.2 Construction tasks are hard to simulate 

As the construction site evolves, it is hard to model 
the dynamics between states and actions and set up 
constraints and reward functions. In addition, 
construction tasks are unique for the construction 
application. No generalized building principles can be 
applied to all tasks or projects. Understanding the 
mapping between actions and states requires much 
expertise and prior knowledge to solve the physical 
equations and write down the scripts to control the robot, 
not to mention writing out the temporally and spatially 
coupled operational constraints or setting up specific 
goals for a characterized structure. 

Moreover, it is challenging to solve large-scale 
construction work in real-time. When optimization is 
needed, these methods must compute all possible 
solutions entirely or partially and choose the best one, so 
the computation process is time-consuming when the 
solution space is vast [25]. 

3.1.3 Multi-workers working in the same 
environment with different roles 

The construction industry is overwhelmed with 
resource planning, risk management, and logistic 
challenges, resulting in design defects, project delivery 
delays, cost overruns, and contractual disputes. 
Systematically putting all these factors into robotic 
learning is also a challenging job. 

A construction job is a typical scenario that involves 
interaction among multiple agents, where emergent 
behavior and complexity arise from agents evolving 
together. For example, in collaborative construction 
activity, different agents have different tasks in the same 
environment to complete the activity. We need to define 
the working area for each individual and show them the 
path of their work routine to avoid physical collisions. 
Besides, because of the resource or material limitations, 
we need to wisely allocate the resources, arrange the 
sequence of operations for each agent, and build up a 
scheduling network. All these happen in a multi-agent 

domain. Successfully scaling RL to environments with 
multiple agents is crucial to improving construction 
robots’ eligibility.  

3.2 Opportunities 
3.2.1 Mega data generated and stored in the 

construction industry  

The Building Information Model (BIM) is a crucial 
contribution to the construction industry. The BIM 
consists of a three-dimensional graphical reproduction of 
the building geometry and a related database in which all 
data, properties, and relations are stored [26]. BIM 
provides digital models for RL simulation and massive 
data stored to represent components on the job site. With 
this information fed to the robot, we could build up a real-
time simulator for RL training, and a more accurate 
construction process could be simulated to represent the 
physical feedback. The virtual infrastructure represented 
in augmented reality (AR) will improve the user 
interaction with intelligent infrastructure for specific 
applications such as maintenance, training, and 
wayfinding. This could solve the first challenge that the 
construction industry lacks task planning simulators. 

3.2.2 Development of RL algorithms 

As stated in section 2, combined with developments 
in deep learning, DRL has emerged as an accelerator in 
related fields. DRL can help solve the problem of finding 
the optimal policy between state and actions through 
neural networks. Also, it can speed up the training 
process to make the simulation of construction tasks 
feasible. Besides, from the well-known success in single-
agent DRL, such as Mnih et al. [7], we now witness a 
growing interest in its multi-agent extension to simulate 
and find the optimal strategy in a higher dimension. This 
can better represent the real situations on the job site and 
show the potential to combine different roles of robotic 
workers to collaborate just like human beings.  

3.2.3 Human-robot interaction 

As stated in Section 2, one can ease the training 
process by combining it with the proper operation in 
advance, just as the supervised learning, but somehow it 
will not influence the general structure of the DRL 
algorithm. The only contribution is to speed up the 
convergence and add the correct episode into the 
simulation process with a user-defined map. As [27] 
stated, there has been a rising demand to provide human 
feedback in the agent training process. Another more 
feasible method is proposed by creating a goal map, 
which integrates human strategies before the training 
process [28]. RL algorithms provide other choices in 
human-robot collaboration with only limited prior 
knowledge from human beings. New formats such as 
augmented reality (AR) or game-engine-based 
simulation can be further developed to teach the robot 
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how to initialize the learning process, prevent unsafe 
behavior, and define the goal or reward accordingly. 

3.3 Research areas 
After identifying some of the challenges and 

opportunities for RL-based construction robot 
applications, we put forward some possible research 
areas to guide future research on such innovative systems. 

3.3.1 Simulator set up 

First, as we identified in the Challenges and 
Opportunities sections, capturing the real-world 
environment into simulated augmented ones is a priority 
for RL-based construction robots to run the simulation. 
BIM-based digital twins could provide detailed 
information and the possibility to track real-time changes 
during construction. The communication between such 
models with the robotic system needs a platform to 
connect robotic training scripts with the BIM 
environment. A possible solution is integrating the ROS 
system with game engines such as Gazebo, Unreal or 
Unity to render the environment and imitate the physics 
from the real world. The combination between ROS and 
BIM (digital twin) allows the user-defined scripts for 
robotic control and visualization in real-time. This could 
be a critical topic for future research. 

3.3.2 DRL algorithm advancing 

Second, developing RL algorithms for robotic control 
is always a trend for advancing such systems. For 
example, algorithms that allow a mobile robot to reach 
target positions and navigate safely are open research 
fields [29]. Besides, many researchers are working on 
robotic manipulation, such as grasping and door-opening 
robots. In this way, there is great potential for us to 
develop the RL algorithms based on construction 
activities. Many researchers have succeeded in 
implementing the single repetitive work of construction 
robots, such as bricklaying and drilling. With the formula 
representing the construction dynamics, we can quickly 
adapt the RL algorithm structure to allow construction 
robots to fulfill such tasks in a more dynamic 
environment. The robot will then learn how to modify its 
actions to adapt to the changes in the environment, 
making the construction robot brighter and more easily 
implemented in the industry. 

3.3.3 MARL algorithm advancing 

Finally, instead of low dimensional observation on 
the single-agent repetitive tasks, a higher dimensional 
network for MARL will automate construction tasks in 
collaborative ways just like human beings. As [30] stated, 
a higher level of on-site automated robots should fulfill 
perception, mobility, and manipulation tasks. Based on 
this and the essential characteristics of construction work, 
we can categorize the MARL algorithms into two parts 
[19]. Multi-Robot Task Allocation (MRTA) and Multi-

Robot Path Planning (MRPP) as two separate steps, each 
with its own set of algorithms. The MRTA algorithm 
assigns each robot to a task to determine the optimal way 
to allocate tasks and resources, follow the constraints and 
manipulate specific tasks under a predefined schedule. 
The MRPP algorithm guides each robot through the 
environment towards the assigned goal position while 
avoiding both static and dynamic obstacles such as 
temporary structures and moving laborers or other robot 
agents. 

4 Case study 
This section presents a path planning mobile robot 

application developed based on the [31] to set up a 
foundation for RL-based construction robots in single-
agent and multi-agent scenarios. 

4.1 Simulator set up 
We developed an experimental test for goal-oriented 

navigation and obstacle avoidance tasks using a 
TurtleBot3 Waffle Pi in the Gazebo simulation 
environment (Figure 2a) for behavior learning in 
autonomous agents.  

  
(a) (b) 

Figure 2. Gazebo environment for single-agent (a) and 
multi-agent robot environment path planning (b) 

In the Gazebo simulation, to define the state of the 
robot, we need to observe the environment and describe 
the spatial relationship between them. Besides, to 
measure the right movement of the robot, we also need to 
sense the position of the virtual markers. Thus, with 24 
sensors embedded in the robot model in the simulated 
environment, we define the state size for this single robot 
setting to be 26, 24 LDS (Laser Distance Sensor) values, 
along with the other two values: distances to goal and 
angle to goal.  

Where LDS denotes the (24) values that the LIDAR 
sensor emits, the Distance represents the distance to the 
goal, and the Angle is the angle between the robot 
heading and vector to the goal. 

4.2 DRL algorithm for single-agent robot 
navigation 

The reinforcement training algorithms were run on a 
GPU with NVIDIA GeForce GTX 2060 (the CPU was an 
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8-Core Intel (R) Xeon (R) CPU E7) and implemented 
using the OpenAI Baselines package with DQN and 
DDPG. The DDPG and DQN algorithms were modified 
to process a weighted reward. 

The goal is to train a Deep Q-Networks (DQN) agent 
to learn an optimal policy to navigate the robot from the 
initialized position to a goal position (user set up) with 
minimum effort. 

Besides, we also adopted the Deep Deterministic 
Policy Gradient (DDPG) agent-based training algorithm, 
which allows continuous control of a robot. In our case 
we have linear velocity (0 to 0.22 m/s) and angular 
velocity (-1 to 1 rad/s) as outputs. 

The robot has five actions that can act on depending 
on the type of state (Figure 3). The robot has a fixed linear 
velocity of 0.15 m/s, which determines the angular 
velocity. The linear velocity has discrete actions, as 
shown in Figure 3a. The angular velocity is determined 
by the state and the linear velocity, as shown in Table 1. 
The corresponding values are shown in Figure 3b. Table 
1 also shows the reward functions. 

  
(a) (b) 

Figure 3. Direction of the different actions (a) and 
corresponding angular velocity (b) 

Table 1. Reward function equation and parameters 

Reward function  Parameter 

𝜃𝜃 =
𝜋𝜋
2 + 𝑎𝑎𝑎𝑎𝑎𝑎 ∗

𝜋𝜋
8 + 𝜑𝜑 𝜃𝜃：𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐴𝐴𝑓𝑓𝑎𝑎𝐴𝐴 

𝜑𝜑：𝑌𝑌𝑎𝑎𝑌𝑌 𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑟𝑟𝑓𝑓𝑎𝑎 
𝑅𝑅𝜃𝜃 = 5 ∗ 1−𝜃𝜃 𝑅𝑅𝜃𝜃 ∶ 𝑅𝑅𝐴𝐴𝑌𝑌𝑎𝑎𝑓𝑓𝑅𝑅 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 

𝑅𝑅𝑑𝑑 = 2
𝐷𝐷𝑐𝑐
𝐷𝐷𝑔𝑔  

𝑅𝑅𝑑𝑑 ∶ 𝑅𝑅𝐴𝐴𝑌𝑌𝑎𝑎𝑓𝑓𝑅𝑅 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑅𝑅𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎𝐴𝐴𝑎𝑎𝐴𝐴 
𝐷𝐷𝑐𝑐:𝐶𝐶𝐶𝐶𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴𝑎𝑎 𝑅𝑅𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎𝐴𝐴𝑎𝑎𝐴𝐴 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐴𝐴𝑓𝑓𝑎𝑎𝐴𝐴 
𝐷𝐷𝑔𝑔 𝐴𝐴𝑟𝑟𝑑𝑑𝑓𝑓𝐴𝐴𝐶𝐶𝑎𝑎𝐴𝐴 𝑅𝑅𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎𝐴𝐴𝑎𝑎𝐴𝐴 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐴𝐴𝑓𝑓𝑎𝑎 

𝑅𝑅 = 𝑅𝑅𝜃𝜃 ∗ 𝑅𝑅𝑑𝑑 
 

𝑑𝑑𝑓𝑓 −
1
2𝜋𝜋 < 𝜃𝜃 <

1
2𝜋𝜋 

𝑅𝑅𝜃𝜃 ≥ 0 𝐴𝐴𝐴𝐴𝑑𝑑𝐴𝐴 < 0 

4.3 MARL algorithm for robot navigation 
For the MARL algorithm, we used the DQN network 

to train four TurtleBot3 robots in the same working 
environment to achieve different goals (Figure 2b). We 
used the centralized learning or decentralized execution 
paradigm as discussed in the literature, in which each 
robot has a copy of the policy network, and each robot 
collects its data ( 𝑂𝑂𝑖𝑖𝑡𝑡,𝑎𝑎𝑖𝑖𝑡𝑡 , 𝑓𝑓𝑖𝑖𝑡𝑡 ) from the environment. Each 
robot (𝑑𝑑) at time step (𝑎𝑎) receives an observation (𝑂𝑂𝑖𝑖𝑡𝑡 ) and 
calculates the output action (𝑎𝑎𝑖𝑖𝑡𝑡  ) that drives the robot 
from the start position towards the goal position. The 
observation for each robot is composed of several parts: 

The first part is the relative positions of all the goals in 
the robot’s local polar coordinates. The second part is the 
relative positions of all the goals in the other moving 
robots’ local polar coordinates. Last but not least is the 
laser scanner measurements. The reward function 𝑓𝑓𝑖𝑖𝑡𝑡  is 
designed to ensure each robot move towards the unique 
zone set up separately. It penalizes getting near obstacles, 
colliding with other robots, or reaching the wrong goal 
position. 
After each episode, it sends data rollouts to a centralized 
copy of the policy. The gradients are then calculated on 
the centralized policy, and the centralized policy is 
updated. After that, each robot receives a copy of the 
updated policy weights to start collecting a new batch of 
data. The episode ends when either the robots have a 
collision, when all the robots reach all the goal positions, 
or when the episode duration is exhausted.  

5 Results 

5.1 Single-agent DRL 
To compare DDPG and DQN, it was necessary to 

define metrics. The reward was chosen as the primary 
indicator. Simulation results in a world of fixed obstacles 
and random start and end positions are shown in Figure 
4. DQN achieved the average target score somewhere 
after 200 episodes, with each episode consisting of a 
maximum of 120 time steps (Figure 4a). Training a 
DDPG generally tends to take more time compared to 
DQN. In this case, it took about 600 episodes to achieve 
the average score (Figure 4b). 

One of the reasons is that the number of parameters 
to deal with in DDPG is much higher than in DQN and 
requires more computation resources. DQN is a value-
based learning method, whereas DDPG is an actor-critic 
method. With DDPG, we have to fine-tune not one but 
two neural network models. Moreover, since the 
performance of the actor model strongly depends on the 
critic’s performance, they both must have proper stable 
growth, which is quite challenging to assure. 

  
(a) (b) 

Figure 4. DQN reward (Temporal difference) (a) and 
DDPG reward (Actor-critic) (b) 

The second reason is that DQN is training under 
discrete action space, with less uncertainty than the 
DDPG ones and continuous action selections. Although 
DQN was successful in more significant dimensional 
problems, such as the Atari game, the action space is still 
discrete. However, for many tasks of interest, especially 
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the physical control tasks of robots, the action space is 
mostly continuous. 

5.2 Multi-agent DRL (MARL) 
5.2.1 Decentralize learning  

Figure 5b shows that the cumulative reward increases 
over time and reaches a stabilized value, which means the 
decentralized training succeeds in collaborative path 
planning. The episode length, Figure 5a, shows the length 
of each episode in the environment after all agents reach 
the goals. The agents struggle to complete the tasks 
within the episode limit for the initial few episodes, but 
we observe a drop in the episode length as the agents 
learn. Finally, it reaches a platform, which indicates that 
it takes 20 s for all the robots to reach the assigned goals 
in each episode. For decentralized learning, it is easy to 
get to the desired reward with limited time steps. The 
steps to take are gigantic, requiring almost 4 million 
episodes of training periods; this is because multi-agent 
collaboration leads to an exponential growth in the 
observation and actions spaces with the number of agents. 

Nevertheless, the results are faster converge than the 
centralized training. Because all the agents do not need 
to share the experience, which eliminates additional 
sample complexity to set up the neural networks, it will 
take shorter to find the optimal strategies. Besides, the 
final result seems robust with a static platform. Less 
interface leads to a less dynamic environment, which 
simplifies the whole process. 

 

 

 
(a)  (b) 

Figure 5. Decentralized training result (DQN) Episode 
Length (a) and Cumulative Reward (b) 

5.2.2 Centralized learning 

Unlike decentralized learning, centralized learning 
could not reach the expected platform after a long 
training period in the first 2 million episodes (Figure 6a). 
The robot could not find the desired goals because the 
robot needed to find the desired joint observations in the 
same joint actions. This is because agents do share the 
experience, add additional sample complexity, and have 
significant computational burdens to set up the neural 
networks, which means it will take longer to initialize the 
simulation and find the optimal strategies. Thus, it takes 
longer for the robot to initialize the mapping between 
states and action, which takes longer for the robot to find 
the optimal trajectory in the beginning. As shown in 
Figure 6a, it takes almost 1,000 s for the first 3 million 
episodes to start. We can also see that the result from 

centralized learning is not as good as the one in 
decentralized learning. After a long training period, 5 
million episodes (Figure 6b), the final result still does not 
converge. This is because some mapping between state 
and actions is not correctly build-up and the interface 
between different agents makes it harder to map the states 
to the actions. The change in the policies makes the 
environment’s dynamics change, which will cause 
deviations in finding the optimal strategy and may take a 
longer time for the robot to adjust to reach its goals. 

The summary of the results (metrics used for 
comparison purposes) for each scenario is shown in 
Table 3. In general, for a single-agent reinforcement 
learning task, it is accessible for the robot to find the 
optimal solution in a short period. However, as more 
agents come into the same environment, the variables 
such as states and actions lead to explosive growth, which 
results in significant computational burdens and sample 
complexities. One of the robust ways to solve this 
problem is to ask the robots to share their experiences and 
get feedback in the same reference domain. If not all 
information is handled and transformed, the robot could 
also learn, but it is pretty hard to find the optimal strategy. 

  
(a) (b) 

Figure 6. Centralized training result (DQN) Episode 
Length (a) and Cumulative Reward (b) 

Table 3: Results for the metrics from each scenario. 

Metric 
DRL 

(DQN) 
MARL 

(Decentralized) 
MARL 

(Centralized) 
Episode 

to 
converge 

400 4e6 
5e6 

(Not converge) 

Episode 
length 20 s 20 s 

450 
(Not converge) 

6 Conclusions and outlook 
This study gives an overview of RL and DRL 

algorithms, discusses the challenges, opportunities, and 
research areas of the integration of RL with construction 
robot applications, and implements a part of them in a 
simple case study to illustrate how they can be used in 
construction robots applications for path planning. This 
study shows that, as expected, for simple tasks such as 
navigation, single-agent RL algorithms (e.g., DQN and 
DDPG) effectively solve the problem, with few iterations 
and durations to train. However, the computational 
resource (training period, episode length) grows 

381



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

exponentially when more agents come into the same 
environment (more realistic for construction tasks). 
Using a decentralized learning algorithm is feasible to 
train multi-agents in those cases. The only problem is 
efficiency, as it takes a long training time. Still, the results 
are robust because this method provides a suitable 
evolving environment without too many changes to deal 
with, unlike centralized training. Therefore, it can be said 
that for the case study investigated, the decentralized 
learning approach could be better suited for complex 
construction task simulations. 

Ongoing work by the authors includes the 
investigation of other RL algorithms for single task 
manipulation and execution, such as bricklaying, 
painting, door installation, etc., to prove the eligibility of 
such a combination of construction robot applications 
with RL. Our future goals include: 1) Adopting and 
developing current DRL and MARL algorithms for 
construction robot applications. 2) Adopting the multi-
robot framework to solve complex tasks (e.g., laying 
bricks to build up a user-defined structure) through the 
cooperation of individual agents. 3) Assign different 
characters that allow different robots to work in different 
roles, such as manipulator, inspector, material delivery, 
etc. 4) Conducting the simulation in game engines such 
as Gazebo, Unreal, or Unity, and setting up 
communication among different platforms by using BIM 
models, this set up a great foundation for future 
verification in a real environment. 5) Benchmarking for 
efficiency of other algorithms to see which one is the best 
fit for the construction robot applications. 
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Abstract -
Building activities involving heavy suspended elements are

one of the construction activities with the highest level of
danger. Typically, during these activities, one or two masons
work in conjunction with a machine such as a crane or a lift-
ing machine. Several robotics solutions have been proposed
to replace the masons during these hazard operations. In
this work, we propose to use a lightweight robotic arm to
handle and place a heavy suspended object ensuring a high
level of precision during the planned operations. To con-
trol the resulting robotic system, we propose a constrained
control scheme based on Explicit Reference Governor (ERG)
theory, an add-on unit that modifies the applied reference in
such a way that the trajectory of the system always fulfills the
constraints of the system. The simulation results show the
efficiency of our approach by testing it against other solutions
proposed so far.

Keywords -
Robotics; Cooperative Robotic Systems; Building Activity;

Robots for Construction; Constrained Control Scheme.

1 Introduction
Various construction activities are based on the handling

and positioning of placement of prefabricated heavy ele-
ments, such as renovation of facades [1], or construction of
walls [2]. These types of activities are carried out through
the use of machines, such as cranes or lifting mechanisms,
in which the object to be positioned is suspended through
a cable. Then, the machine moves the object near its final
position and a human being (e.g. a bricklayer), manually
finishes the operation by guiding the suspended object for
the last few centimeters. The presence of the bricklayer is
necessary to ensure a high level of precision in the opera-
tions. However, these operations involve heavy suspended
objects, which represent possible causes of accidents for
the bricklayer (sometimes fatal) [3].

Several approaches have been proposed so far in the lit-
erature with the aim of using a robotic solution for this type
of construction activity [4, 5]. For a complete overview

of the drawbacks and the benefits of the proposed robotic
solutions, please refer to [6].

Among the various solutions proposed so far, in this
work we focus on the one discussed in [6, 7] in order to
improve the preliminary proposed control strategies. The
authors show how the cooperation between a crane and a
industrial robotic arm is able to perform the positioning of
heavy blocks in order to guarantee a high level of precision
during masonry activities. The control laws proposed in
these two researches are based on an ’ad-hoc’ trajectory
for the positioning operations, and as highlighted by the
authors themselves these control schemes should be rein-
forced with a governing unit that is capable of managing
the constraints that are present in this type of operations. In
particular, the main constraints that must to be considered
concern the torque required to the actuators of the robotic
arm used during operations. In fact, the robot having to
handle a payload much heavier than the maximum per-
missible payload could find itself in an overload situation
which would affect the robot itself.

In this paper we propose the design of a lightweight
constrained control scheme for a robotic arm that unlike
those proposed so far in the literature: i) it does not require
any offline pre-evaluation of a feasible trajectory; ii) it does
not solve any online optimization problems. Moreover, the
proposed control scheme always fulfills the constraints of
the system.

A general purpose control solution that is able to handle
constraints in real-time isModel PredictiveControl (MPC)
[8]. MPC provides an optimal control strategy through the
solution of an optimization problem at each sampling time.
However, this kind of control schemes have a high com-
putational cost with respect to simpler control schemes,
especially when applied to nonlinear systems, therefore,
in practice, its application is still limited [9]. A promising
alternative to MPC is to consider a first inner controller to
stabilize the system, and then, ’augment’ the system with
constraint-handling capabilities. This idea is the core of
the Reference Governor (RG) schemes [10]. The RG is
an add-on unit that filters the desired reference in such a
way that the trajectory of the system always fulfills the
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Figure 1. Suspended element configuration.

constraints. However, as the MPC scheme, RGs rely on
on-line optimization as well. To overcome this problem,
in the past few years, a novel constrained control scheme
that does not require on-line optimization was proposed,
called the Explicit Reference Governor (ERG) [11, 12].

The aim of this paper is to implement a trajectory-based
ERG for the handling activty of a heavy suspended ele-
ments with a lightweigth robotic arm. In the first part of
this paper, amathematicalmodel of systemunder consider-
ationwill be derived. Next, the constrained control scheme
used in this work is analyzed. At the end of this work the
performances of the proposed control scheme are shown
through simulations and compared to those proposed in
the previous works in the literature.

2 Modeling
This section provides the general dynamic model of the

systemunder consideration by systematically combing two
types of model: a suspended object, and a robotic arm.
The dynamic model of the two parts will be discussed
separately. Then, the dynamic model of the entire system
will be derived. More detailes about this kind of modeling
can be found in [7].

2.1 Dynamic Model

The dynamic of the suspended element can be treated
as that a of 7-DoF pendulum, see Fig.1. In particu-
lar, the configuration of the suspended object can be
described by seven variables, 𝑞𝑝 ∈ R7, where 𝑞𝑝 =[
𝑞𝑝1, 𝑞𝑝2, 𝑞𝑝3, 𝑞𝑝4, 𝑞𝑝5, 𝑞𝑝6, 𝑞𝑝7

]𝑇 . Where 𝑞𝑝1 is the
displacement along the x-direction, 𝑞𝑝4 is the length of
the rope, 𝑞𝑝2 and 𝑞𝑝3 are the radial sway and the tangen-
tial pendulation respectively, and 𝑞𝑝5, 𝑞𝑝6, 𝑞𝑝7 are the
orientations of the block w.r.t the cable. It is worth noting
that this kind of mechanical system is an underactuated
system, having fewer independent actuators than system
degrees of freedom (DoFs). In our work we consider the
possibility of moving the object along the x axis and the z

Figure 2. Robotic arm configuration.

Figure 3. Frame configuration

axis based on the fact that in real scenarios machines such
as cranes can perform these two movements.

The robotic arm used in this paper is a 7-DoF robotic,
andmore precisely aKUKA IIWA14R820 [13]. The robot
configuration is described by the joint variables vector
𝑞𝑟 ∈ R7, with 𝑞𝑟 =

[
𝑞𝑟1, 𝑞𝑟2, 𝑞𝑟3, 𝑞𝑟4, 𝑞𝑟5, 𝑞𝑟6, 𝑞𝑟7

]𝑇 ,
see Fig.2.
As shown in [6], the dynamic model of the whole sys-

tem can be obtained introducing a set of closed-chain con-
straints that come when the robot has already grabbed
the suspended object (see Fig.3). Therefore, the dynamic
model of the constrained mechanical system can be com-
pactly rewritten considering as state vector for the entire
system the vector 𝑞 ∈ R14, 𝑞 =

[
𝑞𝑟 , 𝑞𝑝

]𝑇 , and using the
equations:

𝐵(𝑞) ¥𝑞+𝐶 (𝑞, ¤𝑞) ¤𝑞+𝐹 ¤𝑞+𝐺 (𝑞) = 𝑢+𝐴(𝑞)𝑇𝜆−𝐽 (𝑞)𝑇ℎ𝑒 (1)

s.t. 𝐴(𝑞) ¤𝑞 = 0, (2)

where 𝐴(𝑞) ∈ R6×14, is the so-called Jacobian of the
constraints, thematrices 𝐵(𝑞) ∈ R14×14,𝐶 (𝑞, ¤𝑞) ∈ R14×14,
𝐹 (𝑞) ∈ R14×14, and 𝐺 (𝑞) ∈ R14 represent the inertia,
centripetal-Coriolis, friction matrix, and gravity term, re-
spectively. Moreover, 𝜆 ∈ R6 is the vector of the Lagrange
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multipliers, ℎ𝑒 ∈ R6 represents the vector of the forces
generated by contact with the environment, 𝐽 (𝑞) ∈ R6×14
is the manipulator geometric Jacobian [14], and 𝑢 ∈ R14
is the vector of the control input of the system. As we
highlighted before, the suspended object is modelled as an
underactuated system, therefore the control input u is

𝑢 = [𝜏𝑟 , 𝜏𝑥 , 0, 0, 𝜏𝑙 , 0, 0, 0]𝑇 , (3)

where 𝜏𝑟 ∈ R7 is the vector of the robot control input, 𝜏𝑥
is the object control input for the displacement along the
x axis, and 𝜏𝑙 is the object control input for the displace-
ment along the z axis. According to [6], the model (1)
can be rewritten eliminating the Lagrangian multipliers as
follows:

𝐵(𝑞) ¥𝑞 =
(
𝐼 − 𝐴𝑇 (𝑞)𝐴★𝑇 (𝑞)

)
(𝑢 − 𝐽 (𝑞)𝑇ℎ𝑒 − 𝑚(𝑞, ¤𝑞))

−𝐵(𝑞)𝐴★(𝑞) ¤𝐴(𝑞) ¤𝑞, (4)

where, 𝑚(𝑞, ¤𝑞) = 𝐶 (𝑞, ¤𝑞) ¤𝑞 + 𝐹 ¤𝑞 + 𝐺 (𝑞), and 𝐴★(𝑞)
is the inertia-weighted pseudo-inverse of the constraint
Jacobian A defined as

𝐴★(𝑞) = 𝐵−1 (𝑞)𝐴𝑇 (𝑞) (𝐴(𝑞)𝐵−1 (𝑞)𝐴𝑇 (𝑞))−1. (5)

.

2.2 Control objective

The main goal of this paper is to propose a constrained
control scheme for the system (4). This scheme must
allow the system to follow a piece-wise constant reference
𝑟 (𝑡) ∈ R9 while ensuring that

i. for any piece-wise continuous reference 𝑟 (𝑡), the con-
trol law guarantees constraint satisfaction of the state
constraints;

ii. safe cooperation between the two sub-units is en-
sured, i.e. the robot will never be overloaded and the
robot actuators torque limits are never violated;

iii. if the reference 𝑟 is constant and steady-state admis-
sible, the closed-loop system satisfies lim𝑡→∞ 𝑞(𝑡) =
𝑟 (𝑡).

In particular, in the development of our control law, we
consider the following constraints:

• joint range constraints:
𝑞𝑚𝑖𝑛,𝑟 ,𝑖 ≤ 𝑞𝑟 ,𝑖 ≤ 𝑞𝑚𝑎𝑥,𝑟 ,𝑖

𝑞𝑚𝑖𝑛,𝑥 ≤ 𝑞𝑥 ≤ 𝑞𝑚𝑎𝑥,𝑥

𝑞𝑚𝑖𝑛,𝑙 ≤ 𝑞𝑙 ≤ 𝑞𝑚𝑎𝑥,𝑙

. (6)

Figure 4. Control Scheme

for some lower and upper joint range limits 𝑞𝑚𝑖𝑛,𝑟 ,𝑖 ,
𝑞𝑚𝑎𝑥,𝑟 ,𝑖 ∈ R, 𝑖 = 1, . . . , 7 for the robotic arm, and
𝑞𝑚𝑖𝑛,𝑥 , 𝑞𝑚𝑎𝑥,𝑥 and 𝑞𝑚𝑖𝑛,𝑙 , 𝑞𝑚𝑎𝑥,𝑙 for the actuated
joint of the suspended object.

• Maximum joint velocity constraints:
¤𝑞𝑚𝑖𝑛,𝑟 ,𝑖 ≤ ¤𝑞𝑟 ,𝑖 ≤ ¤𝑞𝑚𝑎𝑥,𝑟 ,𝑖

¤𝑞𝑚𝑖𝑛,𝑥 ≤ ¤𝑞𝑥 ≤ ¤𝑞𝑚𝑎𝑥,𝑥

¤𝑞𝑚𝑖𝑛,𝑙 ≤ ¤𝑞𝑙 ≤ ¤𝑞𝑚𝑎𝑥,𝑙

(7)

for some lower and upper joint velocity limits
¤𝑞𝑚𝑖𝑛,𝑟 ,𝑖 , ¤𝑞𝑚𝑎𝑥,𝑟 ,𝑖 ∈ R, 𝑖 = 1, . . . , 7 for the robotic
arm, and ¤𝑞𝑚𝑖𝑛,𝑥 , ¤𝑞𝑚𝑎𝑥,𝑥 and ¤𝑞𝑚𝑖𝑛,𝑙 , ¤𝑞𝑚𝑎𝑥,𝑙 for the
actuated joint of the suspended object.

• Actuator saturation on the input:
𝜏𝑚𝑖𝑛,𝑟 ,𝑖 ≤ 𝜏𝑟 ,𝑖 ≤ 𝜏𝑚𝑎𝑥,𝑟 ,𝑖

𝜏𝑚𝑖𝑛,𝑥 ≤ 𝜏𝑥 ≤ 𝜏𝑚𝑎𝑥,𝑥

𝜏𝑚𝑖𝑛,𝑙 ≤ 𝜏𝑙 ≤ 𝜏𝑚𝑎𝑥,𝑙 ,

(8)

for some lower and upper actuator limits 𝜏𝑚𝑖𝑛,𝑟 ,𝑖 ,
𝜏𝑚𝑎𝑥,𝑟 ,𝑖 ∈ R, 𝑖 = 1, . . . , 7 for the robotic arm, and
𝜏𝑚𝑖𝑛,𝑥 , 𝜏𝑚𝑎𝑥,𝑥 and 𝜏𝑚𝑖𝑛,𝑙 , 𝜏𝑚𝑎𝑥,𝑙 for the actuated joint
of the suspended object.

3 Control Scheme
In this section, we describe the constraint control

scheme used in our work. This scheme decouples the
stabilization of the system and the satisfaction of the con-
straints: an internal controller fulfills the former task,
whereas a governing unit modifies the reference fed to the
system in such a way that constraints are fulfilled at all
times. An illustration of this control architecture can be
found in Fig. 4.

3.1 Internal Control Layer

As previously mentioned, the goal of the inner con-
trol loop is to stabilize the system without taking into
account system constraints. This task can be performed
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using a common control scheme based on a Proportional-
Derivative (PD) action with gravity compensation. In
particular,

• for the robotic arm:

𝜏𝑟 = 𝐾𝑃𝑟𝑞𝑟 − 𝐾𝐷𝑟
¤𝑞𝑟 + 𝑔𝑟 (𝑞𝑟 ), (9)

• for the displacement along the x-axes:

𝜏𝑥 = 𝐾𝑃𝑥𝑞𝑥 − 𝐾𝐷𝑥
¤𝑞𝑥 , (10)

• to stabilize the length of the cable:

𝜏𝑙 = 𝐾𝑃𝑙𝑞𝑙 − 𝐾𝐷𝑙
¤𝑞𝑙 + 𝑔𝑙 (𝑞𝑝), (11)

where 𝑞𝑟 = 𝑞𝑣𝑟−𝑞𝑟 , 𝑞𝑥 = 𝑞𝑣𝑥−𝑞𝑝1, and 𝑞𝑙 = 𝑞𝑣𝑙−𝑞𝑝4,
with 𝑞𝑣 = [𝑞𝑣𝑟 , 𝑞𝑣𝑥 , 𝑞𝑣𝑙]𝑇 ∈ R9 being the vector of the
applied reference associated to the commanded reference
𝑟. 𝐾𝑃𝑟 ∈ R7×7 and 𝐾𝐷𝑟 ∈ R7×7 are positive definite
diagonal matrices, instead 𝐾𝑃𝑥 , 𝐾𝐷𝑥 , 𝐾𝑃𝑙 , and 𝐾𝐷𝑙 are
positive scalar gains. Instead, 𝑔𝑟 (𝑞𝑟 ) ∈ R7, and 𝑔𝑙 (𝑞𝑝)
represent the gravity compensation relating to the robotic
arm and the cable length. It is possible to prove that the
control laws (9)-(11) is able to pre-stabilize the system (4).

Lemma 1. Consider the system (4), the controller
(9)-(11) makes every equilibrium configuration 𝑞 =

[𝑞𝑣𝑟 , 𝑞𝑣𝑥 , 0, 0, 𝑞𝑣𝑙 , 0, 0, 0], ¤𝑞 = 0 ∈ 𝑅14 Globally Asymp-
totically Stable (GAS).

Proof. Please refer to [7].

3.2 Governing Unit: Trajectory-Based ERG

While the controller (9)-(10) ensure the asymptotically
stability of the system, it is unable to manage the con-
straints (6)-(8). Therefore, in this paper we propose to
augment the first inner control loop with a Governing Unit
to be able to deal with the system constraints. In particular,
the proposed governing unit belongs to the theory of the
Explicit Reference Governor (ERG) [11]. In particular,
rather than pre-computing a suitable trajectory 𝑞𝑣 (𝑡), the
ERG achieves these objectives by continuously manipulat-
ing the derivative of the applied reference as the product
of two terms: the Navigation Field (NF) 𝜌(𝑞𝑣 , 𝑟), and the
Dynamic Safety Margin (DSM) Δ(𝑞, ¤𝑞, 𝑞𝑣). In particu-
lar, 𝜌(𝑞𝑣 , 𝑟) is a vector field that generates the desired
steady-state admissible path, and Δ(𝑞, ¤𝑞, 𝑞𝑣) is a scalar
that quantifies the distance between the predicted transient
dynamics of the pre-stabilized system and the constraint
boundaries if the current 𝑞𝑣 (𝑡) were to remain constant.
More formally,

¤𝑞𝑣 = 𝜌(𝑞𝑣 , 𝑟)Δ(𝑞, ¤𝑞, 𝑞𝑣). (12)

Since the set of admissible references is convex, the NF
can be designed using an attraction and repulsion field
[15],

𝜌(𝑞𝑣 , 𝑟) = 𝜌att + 𝜌rep, (13)

where the attraction field is

𝜌att (𝑞𝑣 , 𝑟) =
𝑟 − 𝑞𝑣

𝑚𝑎𝑥(∥𝑟 − 𝑞𝑣 ∥, 𝜂)
, (14)

and where 𝜂 > 0 is a smoothing parameter ensuring 𝜌att is
a class 𝐶1 function.

The repulsion field for the problem at hand can be ex-
pressed as the sum of two repulsion field, one for the posi-
tion constraints and the second one for torque constraints,
i.e.

𝜌rep = 𝜌
rep
𝑝𝑜𝑠 + 𝜌rep𝜏 , (15)

where

𝜌
rep
𝑝𝑜𝑠 =

[
𝜌
rep
1, 𝑝𝑜𝑠, ..., 𝜌

rep
9, 𝑝𝑜𝑠

]𝑇
, (16)

with

𝜌
rep
𝑖, 𝑝𝑜𝑠

= max
(
𝜁 − |𝑞𝑣,𝑖 − 𝑞𝑚𝑖𝑛,𝑖 |

𝜁 − 𝛿 , 0
)

−max
(
𝜁 − |𝑞𝑣,𝑖 − 𝑞𝑚𝑎𝑥,𝑖 |

𝜁 − 𝛿 , 0
)
, (17)

and

𝜌
rep
𝜏 =

[
𝜌
rep
1,𝜏 , ..., 𝜌

rep
9,𝜏

]𝑇
, (18)

with

𝜌
rep
𝑖,𝜏

= max
(
𝜁 − |𝜏𝑖 − 𝜏𝑚𝑖𝑛,𝑖 |

𝜁 − 𝛿 , 0
)

−max
(
𝜁 − |𝜏𝑖 − 𝜏𝑚𝑎𝑥,𝑖 |

𝜁 − 𝛿 , 0
)
, (19)

where 𝛿 > 0 is the static safety margin of all the joint
angles and 𝜁 > 𝛿 is the influence margin.

Among the different design tools for generating a suit-
able Dynamic Safety Margin (DSM), in this work we pro-
pose to use the trajectory based approach. The idea behind
the trajectory-based ERG is to compute the trajectories of
the pre-stabilized system 𝑞(𝑡 |𝑞, ¤𝑞, 𝑞𝑣) = 𝑞𝑡′=𝑡 , under the
assumption that the current applied reference 𝑞𝑣 (𝑡) is kept
constant. The DSM is then characterized as the minimum
distance of the trajectory to each of the constraints. The
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trajectory can be obtained by simulating the forward dy-
namics of the system (4). We first initialize at the current
time 𝑡 the states that will be predicted, 𝑞 and ¤𝑞,{

¤̂𝑞𝑡′=𝑡 = ¤𝑞(𝑡),
𝑞𝑡′=𝑡 = 𝑞(𝑡),

(20)

Then we simulate the system dynamics using numerical
integration as follows



𝜏𝑟 ,𝑡′+𝑑𝑡 = 𝐾𝑃𝑟 (𝑞𝑣𝑟 − 𝑞𝑟 ,𝑡′) − 𝐾𝐷𝑟 ¤̂𝑞𝑟 ,𝑡′ + 𝑔𝑟 (𝑞𝑟 ,𝑡′)
𝜏𝑥,𝑡′+𝑑𝑡 = 𝐾𝑃𝑥 (𝑞𝑣𝑥 − 𝑞𝑥,𝑡′) − 𝐾𝐷𝑥 ¤̂𝑞𝑥,𝑡′
𝜏𝑙,𝑡′+𝑑𝑡 = 𝐾𝑃𝑙 (𝑞𝑣𝑙 − 𝑞𝑙,𝑡′) − 𝐾𝐷𝑙 ¤̂𝑞𝑙,𝑡′ + 𝑔𝑟 (𝑞𝑙,𝑡′)
¥𝑞𝑡′+𝑑𝑡 = 𝐵(𝑞′𝑡 )−1

(
𝐼 − 𝐴𝑇 (𝑞′𝑡 )𝐴★𝑇 (𝑞′𝑡 )

)(
�̂� − 𝐽 (𝑞′𝑡 )𝑇ℎ𝑒 − 𝑚(𝑞′𝑡 , ¤̂𝑞′𝑡 )

)
− 𝐵(𝑞′𝑡 )𝐴★(𝑞′𝑡 ) ¤𝐴(𝑞′𝑡 ) ¤̂𝑞′𝑡

¤̂𝑞𝑡′+𝑑𝑡 = ¤̂𝑞𝑡′ + ¥̂𝑞𝑡′+𝑑𝑡𝑑𝑡,
𝑞𝑡′+𝑑𝑡 = 𝑞𝑡′ + ¤̂𝑞𝑡′+𝑑𝑡𝑑𝑡.

Once the trajectory 𝑞(𝑡 ′, ¤𝑞, 𝑞𝑣) has been simulated over
a sufficiently long horizon 𝑇 , it is possible to obtain the
distances to the position and velocity constraints as

Δ𝑝𝑜𝑠 = min
𝑡′∈[𝑡 ,𝑡+𝑇 ]

{
min

𝑖∈{1,...,𝑛}

{
𝑞𝑡′,𝑖 − 𝑞𝑚𝑖𝑛,𝑖 , 𝑞𝑚𝑎𝑥,𝑖 − 𝑞𝑡′,𝑖

}}
,

Δ𝑣𝑒𝑙 = min
𝑡′∈[𝑡 ,𝑡+𝑇 ]

{
min

𝑖∈{1,...,𝑛}

{
¤̂𝑞𝑡′,𝑖 − ¤𝑞𝑚𝑖𝑛,𝑖 , ¤𝑞𝑚𝑎𝑥,𝑖 − ¤̂𝑞𝑡′,𝑖

}}
,

Δ𝜏 = min
𝑡′∈[𝑡 ,𝑡+𝑇 ]

{
min

𝑖∈{1,...,𝑛}

{
𝜏𝑡′,𝑖 − 𝜏𝑚𝑖𝑛,𝑖 , 𝜏𝑚𝑎𝑥,𝑖 − 𝜏𝑡′,𝑖

}}
.

(21)
respectively.

The overall trajectory-basedDSM,Δ𝑇 , can be computed
as

Δ𝑇 (𝑞, ¤𝑞, 𝑞𝑣) = min
{
𝑘 𝑝𝑜𝑠Δ𝑝𝑜𝑠 , 𝑘𝑣𝑒𝑙Δ𝑣𝑒𝑙 , 𝑘 𝜏Δ𝜏

}
, (22)

with positive real gains 𝑘 𝑝𝑜𝑠 , 𝑘𝑣𝑒𝑙 , 𝑘 𝜏 . These design pa-
rameters can be used to scale arbitrarily the impact of the
distances in the final computation of the DSM.

To ensure that constraints are never violated, in line
of principle, the predict horizon should be extended to
infinite. To do this, it is sufficient to ensure that, from 𝑡 +𝑇
onward, the closed-loop system dynamicswill not exceed a
terminal energy constraint. Therefore, we can considered
for the system (4), the following energy function [7]:

𝑉 (𝑡) = 1
2
¤𝑞𝑇𝐵(𝑞) ¤𝑞

+𝑚𝑔(𝑞𝑞𝑝4 − 𝑞𝑞𝑝4𝐶𝑞𝑝2𝐶𝑞𝑝3 + 𝑙𝑝 − 𝑙𝑝𝐶𝑞𝑝5𝐶𝑞𝑝6 )

+1
2
𝑞𝑇𝑟 𝐾𝑝𝑟𝑞𝑟 +

1
2
𝐾𝑃𝑙𝑞𝑙

2 + 1
2
𝐾𝑃𝑥𝑞𝑥

2. (23)

Figure 5. Simulation scenario.

Then, we can compute the terminal energy of the sys-
tem evaluating (23) at the end of the predicted trajectory,
and we can add this cost in the evaluation of the overall
Dynamic Safety margin considering

Δ𝑉 (𝑞, ¤𝑞, 𝑞𝑣) = 𝑘𝐸𝑡𝑒𝑟𝑚 (𝐸𝑡𝑒𝑟𝑚 −𝑉 (𝑞𝑡′ , ¤̂𝑞𝑡′ , 𝑞𝑣)), (24)

where 𝑘𝐸𝑡𝑒𝑟𝑚 is a positive real arbitrary scaling factor and
𝐸𝑡𝑒𝑟𝑚 > 0 is a suitable threshold value.

Gathering all of the above, the overall DSM for an infi-
nite time horizon is,

Δ(𝑞, ¤𝑞, 𝑞𝑣) = max {min(Δ𝑇 ,Δ𝑉 ), 0} . (25)

As can be seen in (25), in case the next applied reference
violates the system constraints, the DSM will be equal
to 0. This means that the internal control loop will be
fed with the previous applied reference which guarantees
satisfaction constraints.

4 Simulation Results
The aim of this section is to show that: i) the pro-

posed control scheme is able to perform correct and safe
manipulation of a heavy suspended element; ii) the pro-
posed controller works better than the preliminary control
scheme proposed in [7].

The simulation scenario we considered is the following:
the robotic arm has to move the suspended object with a
weight of 100kg, along the x-axis of 0.2𝑐𝑚 and along
the z-axis of 0.1𝑐𝑚, in order to place the object in its
final position. The robotic arm used in the simulations, a
KUKA IIWA14 R820, can handle a payload of up to 14kg,
[16]. However, due to the fact that the mass of the block
is sustained almost entirely by the cable, we can still use a
lightweight robotic arm to perform the foreseen operations.
In this case, the robot assumes the role of precision unit
during the positioning of the suspended element.
In the following treatment, the angles will be expressed

in degrees while the lengths in centimeters.

We set the initial condition of the system to

𝑞𝑟 (0) = [0, 0, 0,−90,−90, 90, 0]𝑇

𝑞𝑝 (0) = [0, 0, 0, 0.1, 0, 0, 0]𝑇 .
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For the desired configurations, we set a first desired
reference for the x displacement as

𝑟1 = [−14.4, 6.6,−13.7,−83.2,−88.2, 62,−0.45, 0.2, 0.1]𝑇 ,

and after 25 second, the reference is set so that the object
is lowered

𝑟2 = [−13.9, 8.3,−14.2,−95.8,−95.3, 62.3, 15.6, 0.2, 0.2]𝑇 ,

imitating the approach and the placement of a block.
Moreover, the values of the actuator saturation (8), op-

erating region (6), and speed limitation (7) are set as (see
[16] for more details regarding the robotic arm used in this
work),

−𝜏𝑚𝑖𝑛,𝑟 = 𝜏𝑚𝑎𝑥,𝑟 = [320, 320, 170, 170, 110, 40, 40]𝑇 Nm,
−𝜏𝑚𝑖𝑛,𝑥,𝑙 = 𝜏𝑚𝑎𝑥,𝑥,𝑙 = 2 × 103Nm,
−𝑞𝑚𝑖𝑛,𝑟 = 𝑞𝑚𝑎𝑥,𝑟 = [170, 120, 170, 120, 170, 120, 175]𝑇 deg,
−𝑞𝑚𝑖𝑛,𝑙 = 0m, 𝑞𝑚𝑎𝑥,𝑙 = 4m, −𝑞𝑚𝑖𝑛,𝑥 = 𝑞𝑚𝑎𝑥,𝑥 = −2m,
− ¤𝑞𝑚𝑖𝑛,𝑟 = ¤𝑞𝑚𝑎𝑥,𝑟 = [85, 85, 100, 75, 130, 135, 135]𝑇 deg/s
− ¤𝑞𝑚𝑖𝑛,𝑙 = ¤𝑞𝑚𝑎𝑥,𝑙 = 5m/s, − ¤𝑞𝑚𝑖𝑛,𝑥 = ¤𝑞𝑚𝑎𝑥,𝑥 = 3m/s.

The PD control gains in (9)-(10) were chosen as

𝐾𝑃𝑟 = diag( [300, 300, 300, 300, 300, 300, 300]),
𝐾𝐷𝑟 = diag( [10, 10, 10, 10, 10, 10, 10]),
𝐾𝑃𝑥 = 𝐾𝑃𝑙 = 1 × 103,
𝐾𝐷𝑥 = 𝐾𝐷𝑙 = 5 × 102,

The smoothing parameter of the attraction field (14) is
𝜂 = 1𝑒−4. This value has been chosen in order to eliminate
numerical noise in the attraction field that can occur when
𝑞𝑣 is very close to 𝑟 . The parameters of the repulsion field
(17)-(19) are 𝜁 = 0.3, and 𝛿 = 0.01 . The parameters of
the Dynamic Safety Margin defined in (22) are chosen as
𝑘 𝑝𝑜𝑠 = 0.8, 𝑘𝑣𝑒𝑙 = 0.5, 𝑘 𝜏 = 0.01, 𝑘𝐸𝑡𝑒𝑟𝑚 = 15. These
gains are chosen such that the various DSMs of the ac-
tive constraints have the same order of magnitude. The
prediction sampling time to simulate the dynamic of the
system is fixed to 1 ms, and with 100 prediction samples
we predict over a time horizon of 100 ms. The terminal
energy constraint is set to 𝐸𝑡𝑒𝑟𝑚 = 150𝐽. It is important to
remember that since the weight of the block is supported
by the cable, the internal control of the robot has been
developed to ensure high precision in positioning and to
avoid elastic deformations of the links of the lightweight
robotic arms used in the following simulations.
As one can see in Fig.6-7 the ERG modified the com-
manded reference 𝑟 in order to avoid that the constraints
are violated and the inner controller is able to move the

system robot+object through the applied reference. In
particular, as one can seen in Fig.10, the commanded ref-
erence is modified in such a way that the speed constraints
are never violated. Moreover, the non-actuated variables
for the suspended object are damped by the robot during
the movement (see Fig.8). It is important to notice that,
despite the limitations of payload that can be managed by
the robot, the ERG modifying the applied reference tak-
ing into account the constraints, it ensures that the robot
is never overloaded. In fact, as one can see in Fig.9, the
torque required to the robotic actuators are well within the
joint torques limits. Finally, we show why a governing
unit is necessary by analyzing the behaviour of the control
scheme proposed in [7] considering the same simulation
scenario discussed so far. In Fig.11 is shown the time
evolution for the joint robot torque related to the control
scheme proposed in [7]. This control scheme is based on
a trajectory pre-evaluated off line and for this reason, it
does not take into account any constraints (and in particu-
lar the torques robot saturation). Therefore, if no off-line
trajectory is calculated, when there are sudden changes in
the reference (i.e. at the beginning and at about 25 sec-
onds), the torques required by the robot actuators violate
the maximum (or the minimum) limits. This leads to an
overload of the robot and makes the operation unfeasible.

5 Conclusions
This paper proposed a constrained control scheme based

on the ERG framework for the control of a mechanical sys-
tem to place heavy prefabricated elements. Based on the
previous results already present in the scientific commu-
nity, the aim of this paper is to propose a control scheme
that is able to overcome the limitations of the works pro-
posed so far by enforcing an inner loop controller with an
external control unit that is able to manage the constraints
of the system. In the first part of this paper a mathematical
model of the overall system is derived, and then the con-
strained control scheme is described. Simulation results
show that the proposed control scheme is able to fulfill
the constraints of the system while moving the suspended
object to its final position. It is worth noting that no off-
line trajectory has been calculated that it is the control
law itself that decides how to move the reference to avoid
constraints violations. Moreover, future research will fo-
cus on the possibility of mounting the robot on a mobile
base in order to guarantee easy movement in the working
environment.
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Figure 6. Time evolution of joint robot positions.
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Figure 7. Time evolution of actuated joints of the
suspended element positions.
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Figure 8. Time evolution of non-actuated joints of
the suspended element positions.
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Figure 9. Time evolution of the requires torques.
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Robotic Bricklayer: a multi-robot system for sand-lime
blocks masonry (réf : 19-PHD-12).

References
[1] Sung-Min Moon, Jaemyung Huh, Daehie Hong, Se-
unghoon Lee, and Chang-Soo Han. Vertical mo-
tion control of building facade maintenance robot
with built-in guide rail. Robotics and Computer-
Integrated Manufacturing, 31:11–20, 2015.

[2] MarwanGharbia, Alice Chang-Richards, Yuqian Lu,
Ray Y Zhong, and Heng Li. Robotic technologies for
on-site building construction: A systematic review.
Journal of Building Engineering, 32:101584, 2020.

[3] Constructon site accidents. https:
//www.attorneystevelee.com/our-library/
types-of-construction-site-accidents/.

[4] J. Andres, Thomas Bock, F. Gebhart, and W. Steck.
First results of the development of the masonry robot
system rocco. Proceedings of the 11th ISARC, pages
87–93, 01 1994.

[5] MarwanGharbia, Alice Chang-Richards, Yuqian Lu,
Ray Y Zhong, and Heng Li. Robotic technologies
for on-site building construction: A systematic re-
view. Journal of Building Engineering, page 101584,
2020.

[6] Michele Ambrosino, Philippe Delens, and Emanuele
Garone. Control of a multirobot bricklaying sys-
tem. Advanced Control for Applications: Engineer-
ing and Industrial Systems, 3(4):e90, 2021.

[7] Michele Ambrosino, Philippe Delens, and Emanuele
Garone. Modeling and control of multi-units robotic
system: Boomcrane and robotic arm. InProceedings
of the 38th International Symposium on Automation
and Robotics in Construction (ISARC), pages 789–
796. International Association for Automation and
Robotics in Construction (IAARC), November 2021.
doi:10.22260/ISARC2021/0107.

[8] S Joe Qin and Thomas A Badgwell. An overview
of nonlinear model predictive control applications.
Nonlinear model predictive control, pages 369–392,
2000.

[9] Michael Nikolaou. Model predictive controllers:
A critical synthesis of theory and industrial needs.
2001.

[10] Emanuele Garone, Stefano Di Cairano, and Ilya Kol-
manovsky. Reference and command governors for
systems with constraints: A survey on theory and
applications. Automatica, 75:306–328, 2017.

[11] Marco M. Nicotra and Emanuele Garone. The ex-
plicit reference governor: A general framework for
the closed-form control of constrained nonlinear sys-
tems. IEEE Control Systems Magazine, 38(4):89–
107, 2018. doi:10.1109/MCS.2018.2830081.

[12] Michele Ambrosino, ArnaudDawans, and Emanuele
Garone. Constraint control of a boom crane
system. In Proceedings of the 37th Interna-
tional Symposium on Automation and Robotics
in Construction (ISARC). International Associa-
tion for Automation and Robotics in Construction
(IAARC), October 2020. ISBN 978-952-94-3634-7.
doi:10.22260/ISARC2020/0069.

[13] Günter Schreiber, Andreas Stemmer, and Rainer
Bischoff. The fast research interface for the kuka
lightweight robot. In IEEE workshop on innova-
tive robot control architectures for demanding (Re-
search) applications how to modify and enhance
commercial controllers (ICRA 2010), pages 15–21.
Citeseer, 2010.

[14] Gustavo M Freitas, Antonio C Leite, and Fernando
Lizarralde. Kinematic control of constrained robotic
systems. Sba: Controle & Automação Sociedade
Brasileira de Automatica, 22:559–572, 2011.

[15] Elie Hermand, Tam W Nguyen, Mehdi Hossein-
zadeh, and Emanuele Garone. Constrained control
of uavs in geofencing applications. In 2018 26th
Mediterranean Conference on Control and Automa-
tion (MED), pages 217–222. IEEE, 2018.

[16] Kuka. https://www.kuka.com/.

390

https://www.attorneystevelee.com/our-library/types-of-construction-site-accidents/
https://www.attorneystevelee.com/our-library/types-of-construction-site-accidents/
https://www.attorneystevelee.com/our-library/types-of-construction-site-accidents/
https://doi.org/10.22260/ISARC2021/0107
https://doi.org/10.1109/MCS.2018.2830081
https://doi.org/10.22260/ISARC2020/0069
https://www.kuka.com/


39th International Symposium on Automation and Robotics in Construction (ISARC 2022)

Importance of a 5G Network for Construction Sites: Limitation 
of WLAN in 3D Sensing Applications

H.J. Leea, A. Krishnana, S. Brell-Cokcana, J. Knußmannb,M. Brochhausb,R.H. Schmittc, J.J. 
Emontsbotzd, J. Siegerd

a Chair of Individualized Production (IP), RWTH Aachen University, Campus-Boulevard 30, 52074 Aachen, Germany
b Fraunhofer Institute for Production Technology IPT, Steinbachstraße 17, 52074 Aachen, Germany

c Laboratory for Machine Tools and Production Engineering (WZL), RWTH Aachen University,
Campus-Boulevard 30, 52074 Aachen, Germany

d Institute of Mineral Resources Engineering, RWTH Aachen University, Wüllnerstraße 2, 52062 Aachen, Germany
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Abstract -
Teleoperated construction machinery dominates con-

struction sites, as it can, with relatively little effort, prevent 
operators from working in dangerous conditions by keep-
ing them in the control loop. However, the operators usually 
have to execute tasks with limited situational information 
due to poor depth perception from 2D camera images, re-
ducing local accuracy and work efficiency. Thus, 3D sensing 
technology such as depth cameras is used more and more in 
combination with the teleoperated construction machinery. 
As these depth cameras are preferably mounted on a mobile 
robot to prevent the occlusion and observe the remote work 
place from several viewpoints, the corresponding on-site In-
formation and Communication Technologies (ICTs) that can 
cover the required data transmission are of great importance 
for further developments. This paper presents a robotic plat-
form capable of navigating and providing the 3D point cloud 
data of the remote work place from different viewpoints ac-
cording to the operator’s input. The captured information 
is transferred to the operator using the standard network 
Wireless Local Area Network (WLAN). To that end, first, the 
limitation of the WLAN in 3D sensing applications and the 
needs of the Fifth-Generation (5G) of mobile networks are 
jointly analyzed within the presented use case. Finally, the 
characteristics of 5G that address the test results are identi-
fied.

Keywords -
Robot-Assisted Construction; Construction Robots; 

Auto-mated Construction; 5G Network

1 Introduction
In the last decade, teleoperated heavy machinery has 

become an essential element for construction or disaster 
sites since it directly extends the operator’s sensory-motor 
facilities. Remote teleoperation, however, has a major 
drawback, compromised human perception due to the de-
coupling of the human operator from the physical envi-

ronment. Poor perception have often detrimental effects
on safety and efficiency especially in dynamic environ-
ments like construction sites [1].

A safe operation of teleoperated machines requires the
operator to have good spatial awareness of the environ-
ment at all times. Various image representations of the en-
vironments have been developed to facilitate this [2, 3, 5].
These often include using exteroceptive and propriocep-
tive sensors, mounted directly onto the construction ma-
chine, coupled with panoramic visual feedback with birds
eye view. Typical control stations include multiple 2D
camera views from different perspectives to increase the
telepresence by projecting the obtained sensory informa-
tion to a remote place. However, such approaches have
shown to be problematic concerning the operator’s di-
vided attention, and overloaded network [6].

RGB-D cameras, which can capture geometrical infor-
mation in 3D, are often employed to improve perception
in remote environments. In [7], it has been shown that
providing the operator an additional 3D representation of
the environment resulted in increased task performance
when compared to monocular RGB views. Moreover,
changing the sight-of-view is another essential aspect for
enhancing the manipulation capabilities of a teleoperated
system, as confirmed in the study of Huang et al. [8].
These sensors are often mounted on an external mobile
robot to provide a dynamic perspective of the ongoing op-
erations. The gathered information needs to be sent to the
remote control station over a reliable network connection.
In the past, wired networks have been used to remotely
operate the machines. There are multiple reasons for us-
ing a tethered mobile robot for exploration and remote
sensing. It could serve as high bandwidth and low latency
communication channel while maneuvering underwater
or underground mines or to power the onboard sensors
in search and rescue operations. However, without com-
putationally expensive path planning algorithms [4], such
tethers strongly restrict the maneuverability of the mobile
robot in unstructured environments like construction sites,
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thereby increasing the chance of damage and decreasing
the robustness of the system. Therefore, a further inves-
tigation into the wireless network is of great importance,
especially for construction sites, as more mobile robotic
applications are being integrated into construction sites,
which has pushed recent developments in the direction of
wireless networks [5, 9].

But the usage of WLAN comes at the cost of limited
bandwidth and latency, which in turn affects the efficiency
of the operation. Some methods have been developed to
circumvent this such as sensor scheduling or lowering the
frame rate of the sensor feedback [10]. These approaches
while effective in resource-constrained systems, are not
ideal for continuous operation on a construction site. Data
compression methods are also often employed to shrink
the amount of the data, allowing it to be stored and sent
via a low-bandwidth channel. Such compression tech-
niques aim to reduce data size by finding and removing
statistical redundancy while keeping the original data [11]
[12]. However, the compressed data size for wireless data
transport remains rather large in multiple megabytes, and
information loss still often occurs, necessitating appropri-
ate network technology.

In line with this problem, several research initiatives
are now focusing on the on-site usage of a more so-
phisticated network, such as the 5G of mobile networks
(5G.NAMICO,2022). The basic characteristics for 5G
have been detailed as: higher transmission rate, shorter la-
tency, higher reliability, and more User Equipment (UE)
connection. A recent study [13], has evaluated the benefits
of using 5G technology in construction sites by compar-
ing the performance of video streams from static cameras
on the construction site. Yet, further investigations in line
with the automated systems are needed to appropriately
plan the deployment and usage of the 5G network on con-
struction sites.

In this paper, we first present the robotic setup which
can capture the remote working scene in a 3D point cloud
and transmit it to the operator using the standards WLAN
network. The mobile robot is based on a commercially
available platform. It is further equipped with a 3D depth
camera to provide 3D visual feedback from an arbitrary
viewpoint of the remote workplace. Effective collabora-
tion with the operator requires reliable data transfer of the
captured visual information. Therefore, a speed test was
conducted using the commonly used network, WLAN.
Based on the test results, the limitations of the existing
telecommunications technologies are highlighted. Then,
the required characteristics and functionalities of the new
5G networks are identified. Furthermore, some of the pos-
sible challenges for installing 5G networks on the con-
struction sites are discussed.

2 Mobile Robot Platform

Figure 1. The mobile robot used in this work. It
carries several sensors such as a IMU, 2D LIDAR
and a RGB-D camera.

The mobile robot used in this work is based on a com-
mercial platform from Innok Robotics. For observability
of the environment and the systems states, various sensors
are integrated in the robot. An inertial measurement unit
(IMU) Xsens MTi-30-2A8G4 is placed in the middle of the
base and provides the rotational speed and acceleration
information. The robot is also equipped with a 2D laser
scanner Sick microScan 3 to detect obstacles or create a
2D environment map for localization tasks. In order to
visualize the working place in 3D, we use a RGB-D cam-
era Microsoft Azure Kinect DK at the front of the mobile
robot. It is worth mentioning that the used Azure Kinect
DK is not designed to work outdoors as the camera re-
lies on its infrared sensor to collect the depth information.
The accuracy of the measurements are heavily influenced
by the infrared interference from the sun [14]. The per-
formance in outdoor environments might be guaranteed
by using a stereo depth camera. However, such a device
was not available at the time of this work.

The mobile robot is equipped with two computers, one
on-board-PC with Intel Core i5-5350 CPU and 8GB RAM
and another PC with Intel Core i7-9850 CPU and 16GB
RAM are both mounted on the base (see Fig.1). The on-
board-PC is responsible for the basic functionality such
as controlling the wheels through the SPS controller and
sending the most sensor data i.e., 2D laser scanner and
IMU. The other PC is only responsible for processes re-
lated to the RGB-D camera which require more computa-
tional power. A radio remote controller is integrated into
the mobile platform. A remote controller with joysticks is
used to control the mobile platform. As an alternative, the
on-board PC can communicate with another PC by using
the integrated WLAN-router. Here, the communication is
established in the Robot Operating System (ROS) envi-
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Figure 2. Latency measures for control commands of the size 17 KB from Experiment 3.1: blue (0% network
usage), orange (40% usage) and green (100% usage).

ronment [15]. To capture the remote working space from
an arbitrary perspective, the operator can send the control
commands (xc, yc, ψc) to move the robot in the XY-plane
and rotate around z-axis. As a time discrepancy between
these two PCs results in an inconsistent environment mea-
surements, we use ROS and a time management software
[16] to synchronize the clocks.

3 Experiments
To evaluate the capabilities of the frequently used

WLAN in 3D sensing applications, we separately investi-
gated the network latency and the data rate that the sensor
suite on the mobile robot needs to transfer the data.

3.1 Latency in relation to network overload

The network latency is first obtained by estimating the
time for command signals to arrive at the mobile robot
from the control PC. The mobile robot platform used in
this work is programmed in the ROS environment. There-
fore, we transmit ROS control messages with a size of 17
KB at 30 Hz. We measure the time discrepancy between
the transmission and arrival for each of these messages.
We use the WLAN with the 802.11ac standard deployed
in our lab facility for this data transmission. The router is
positioned directly next to the control PC, and the mobile
robot is positioned around 10 m away from the control PC
and the router. To highlight the limitation of the WLAN,
we measure the latency in three different settings: i) 0%
usage of the network’s full bandwidth, ii) 40% usage (ap-
prox. 60Mbps), and iii) 99% usage (approx. 200Mbps).

For each setting, the message is transmitted for 40 sec-
onds. After 40 seconds, the network usage is changed.
Fig. 2 shows the latency measurements during the exper-
iment. In the first case, when the network is free, the av-
erage of the measured latency is around 1 ms. This value
increases to 5 ms with the network usage of 40%. The
figure clearly shows that the network stability deteriorates
as the latency increases up to around 150 ms. In the last

case, when other tasks use the full bandwidth of the net-
work, the network is, in general, very unstable, and mas-
sive peaks in the latency constantly occur.

Figure 3. Latency measures in relation to distance
from router, Experiment 3.2.

3.2 Latency in relation to distance from router

Due to the nature of the dynamic construction sites, the
workspace for robots constantly changes. In this experi-
ment, we demonstrate the impact of the distance between
the WLAN router and the mobile robot, highlighting the
limitation of the WLAN in the mobile robotic applica-
tion. For the test, the mobile robot drives from its start
position, 0.5 m away from the router, 34 meters straight
forwards, and returns to its start position. While driving,
we measure the latency that a point cloud data needs to
travel from the mobile robot to the control PC. We use a
pre-captured point cloud of size 29 MB to keep the data
size constant throughout the test. The timestamp stored
in the point cloud when leaving the mobile robot is com-
pared with the arriving time to measure the latency.

Fig. 3 depicts the overall instability of the WLAN
network. As the point cloud size requires the full band-
width of the network, the latency fluctuates strongly and
increases depending on the distance up to 35% from 1.4
s to 1.9 s within the test trajectory of 34 m. This is, in
fact, critical, as due to the dynamic nature of construc-
tion sites, the on-site operations require large coverage
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Figure 4. Captured 3D point clouds in different resolutions: a) 1 cm, b) 0.5 cm and c) 0.2 cm.

Type Resolution
[cm] or [px x px]

Frequency
[Hz]

Msg Size
[MB]

Req. data rate
[Mbps]

Point Cloud (Low) 1 22 0.2 35.2
Point Cloud (Med.) 0.5 22 0.6 105.6
Point Cloud (High) 0.2 22 1.2 211.2
3D map 1 1 1.1 8.8
RGB Views (Comp.) 640 x 576 22 0.12 21.12

Table 1. Measured message sizes and corresponding data rate for different compression levels and data type

of the network. However, if the latency time varies, as
the experiment shows, it can lead to the malfunction of
on-site construction robots and cause a safety issue. The
WLAN coverage area can be expanded by adding more
access points, but this raises another issue: how to miti-
gate the impact of momentary communication instability
between the access points.

3.3 Capturing 3D information

We capture the scene in 3D using the RGB-D camera
mounted on the mobile platform. The captured informa-
tion is then converted into point clouds. As raw point
clouds are in the size of several tens of megabytes, we first
compress the point clouds using the point cloud library
(PCL) [17] and send them to the host PC (i.e., the user) via
the WLAN network. In this experiment, the robot drives
three times to the object with varying compression levels
for point clouds: a) 1 cm, b) 0.05 cm c) 0.02 cm (see Fig.
4). We demonstrate the quality and the required network
throughput trade-off. To control the motion of the mobile
robot, the ROS navigation stack is used [18]. The esti-
mated control inputs are forwarded to the robot controller
by using the driver library provided by the Innok Robotics
[19].

The final column of Fig. 5 clearly identifies the dis-
tinct features of the visual feedback. However, as Ta-
ble 1 illustrates, the full bandwidth of the WLAN net-
work (∼200Mbps) is needed to transmit the point cloud in
the high-level compression without any delay. While the
3D point clouds provide depth information and support

the telepresence, the 2D camera images generally have
greater resolution than the 3D point clouds (see Fig. 6).
Consequently, the 2D camera pictures acquired by the res-
olution 640 x 576 are also transmitted parallel to the 3D
point clouds as baseline information, requiring an extra
data rate of 21.12 Mbps. Although the 2D and 3D camera
views give comprehensive scene information, the operator
cannot analyze the complete remote scene, as the captured
data disappears as soon as the robot continues to drive.
Real-time appearance-based mapping (RTAB-Map) [20]
is used to perform the online processing of the 3D map by
detecting the loop closure with the extracted key features
and building a global 3D map with it. Here, we transmit
the optimally generated 3D map every 1 second, gener-
ated in the fixed 1cm resolution. Although the needed
data rate is recorded at 8.8 Mbps throughout the drive, it
needs to be recognized that this data rate will steadily rise
as the map grows.

3.4 Summary and Discussion

In this paper, a WLAN ac 802.11ac network was used
to send and receive data. The experiment findings clearly
illustrate that the quality of the visual feedback largely
relies on the compression level (i.e., resolution). How-
ever, the findings also reveal that the network’s capacity is
completely utilized to provide the information to the user
wirelessly. The problem is aggravated if 2D camera views
and the 3D map data are transmitted at the same time. Al-
though the tests were done in an ideal indoor setting, the
limitations of the present WLAN network in terms of the

394



39th International Symposium on Automation and Robotics in Construction (ISARC 2022)

Figure 5. During the drive towards the concrete object, 3D point clouds were compressed in different resolutions
and transmitted to the operator via the WLAN network(the first row: 1 cm, the second row: 0.5 cm and the third
row: 0.2 cm).

bandwidth and the accompanying latency could be shown.
Without these ideal conditions, we expect that the issue
would be compounded on large construction sites with
multiple equipment and machines using the same network
which may result in reduced work performance and criti-
cal safety issues.

4 Chances and Challenges for 5G
4.1 Chances for 5G

One possibility to overcome the described shortcom-
ings and fulfill the criteria for teleoperated construction
machinery is the usage of the 5G mobile networking stan-
dard. 5G was developed to meet industrial requirements
and thereby serves as an enabler for the digitalization of
various industrial applications [21, 22]. While previous
generations of wireless network standards did not provide
many opportunities for adaption, development for 5G and
its individual releases follows a different approach. One
of the main principles of 5G is its service-based architec-
ture (SBA) that offers a lot of customization potential [23].

Instead of the a uniform solution for all use cases, modi-
fications in network architecture allow users to take a va-
riety of heterogenous requirements of different use cases
into account [24]. The three most important performance
characteristics 5G offers are:

• Ultra-Reliable Low Latency Communication
(URLLC)

• Enhanced Mobile Broadband (eMBB)

• Massive Machine-Type Communication (mMTC)

URLLC enables 5G networks to have a less than 1
ms end-to-end latency with the reliability of more than
99.999%. eMBB enables the transfer of a high data rate
through wireless communication with up to 20 Gbit/s
for downlink (DL) and up to 10 Gbit/s for uplink (UL).
mMTC enables the setup of communication networks
with up to 1 million devices per square kilometer [25].
Current measurements of 5G implementations (Release
15/16) in an industrial setup show the potentials of 5G:
With background traffic but no specific load tests, mea-
surements show that for a 1 kB message with URLLC the
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Figure 6. The visual feedback visualized to the user in the control PC (Left: 2D camera views in 640 x 576,
Right: 3D map generated with the captured point clouds

latency of 1 ms is kept with 99.9%. In the setup, however,
the median latency is increased from 12 ms up to 25 ms
in an eMBB configuration [26].

At this point, it is important to mention that fulfilling all
three performance characteristics at once is not possible
in the same network. Optimizing a network towards one
characteristic leads to a degradation in the other charac-
teristics. 5G uses network slicing to adapt to the needs of
the respective use cases. With network slicing, 5G builds
different logical networks on the same physical infrastruc-
ture. These logical networks meet the different needs of
the use cases regarding the quality of services (QoS) char-
acteristics like latency or data rates and also take into ac-
count different security needs [27].

Examples of use cases requiring different QoS char-
acteristics are the transmission of critical control mes-
sages needing a high reliability but only low data rates, in
comparison to the transmission of camera images needing
high data rates but a not so high reliability [28].

For application scenarios with high data rates, 5G of-
fers an experienced data rate of 1 Gbps for DL and 500
Mbps for UL for an indoor hotspot [29]. Furthermore, for
a message with the size of 15 kB to 250 kB, 5G provides
the target values for a transfer interval (latency) of 10 ms
to 100 ms [30]. Since the message size of the ROS control
messages for our experiment is 17 kB, the transfer interval
can be assumed to be somewhere between 10 ms and 20
ms. Both, the data rate and the latency represent a clear
improvement over the measured values using the WLAN
network. Another advantage of 5G is the possibility to
guarantee the specified latency through prioritizing traffic
in the network [31]. This allows sending the critical ROS
control messages with low latency even if the full band-
width of the network is used. Therefore, we assume that
5G is suitable for high-bandwidth and time-critical appli-

cations on construction sites.

Further, 5G supports higher mobility than WLAN. If
the connected device, the mobile robot, drives from one
access point to another, it needs to change its connection
between different access points. The device using WLAN
needs to authenticate itself leading to a momentary loss
of connection or significantly higher latency [32]. This
limitation is critical for safe on-site operations, given the
present trend in the construction sector, which involves
many digital sensor systems and robotic machinery. As
a result, it is vital to investigate the implementation and
use of 5G on construction sites, which can provide high-
bandwidth time-critical communication capabilities.

4.2 Challenges for 5G

So far, the use of 5G for wireless communication on
construction sites is not yet widely explored. One main
problem of the existing research gaps lies in the on-site in-
stallation of a 5G network. Unlike most industrial produc-
tion environments, the workspace of construction sites is
subject to continuous changes in infrastructure. In build-
ing projects, the workspace keeps changing as the build-
ing grows. Also, the environment where the network is
deployed is changing as more building components such
as walls can cause signal interference. Thus, very high
adaptability is required for the deployed 5G network. An-
other challenge is the possible adverse environmental con-
ditions that a 5G network might be facing on a construc-
tion site. Dust, dirt, and water are potential sources of
disturbances for equipment and transmitted signals, so
their influence on the installation and usage of the net-
work might be challenging.
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5 Future Works
This section describes possible research directions re-

lated with the use of the 5G network on construction sites:

• To address the aforementioned challenges, future re-
search aims to investigate the requirements of an on-
site 5G network and implement the required 5G net-
work architecture first on the reference construction
site on Aachen West. Standard network technologies
such as WiFi, LoRaWAN, and MQTT are already de-
ployed on the test site. Therefore, the development
and benchmark of the designed 5G network can be
performed under conclusive and realistic conditions.

• Another line that future research can focus on is the
transferability of the developed solution. Most of the
time, the developed solutions in research works are
isolated without considering the transferability of the
solution to other use cases. To avoid this, we aim at
investigating the 5G uses in underground and above-
ground construction works at the same time. Par-
ticularly in the underground works, the investigation
of how 5G signals behave in the individual sections
of the underground, especially in the expanding last
mile, and how it can be propagated over spatially
limited distances under adverse conditions, such as
mineral dust, humidity, are of great interest. Using
the synergy effects of these similar but different en-
vironments, we aim to maximize the transferability
of the developed 5G solution.

6 Conclusion
Technology such as robotics presents significant oppor-

tunities for the construction industry and involved on-site
human workers. One fundamental requirement for such
emerging technology is that the communication to the
robot is stable with a minimum latency and data commu-
nication is realized with a minimum delay. In this paper,
the clear limitation of the existing WLAN is demonstrated
in the context of using a mobile robot for the remote sens-
ing application. In this way, the required specification for
the new 5G technology was first defined, and correspond-
ing core characteristics (URLLC, eMBB, and mMTC)
were described. Next, the 5G technology’s chances for
the construction industry and the challenges that might
arise from the installation and usage of the 5G technol-
ogy on the construction sites were shortly described. In
the last part, an outlook into future works was established
to address the potential challenges.
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Abstract -

In this paper, a framework for foam printing with a Cable-
Driven Parallel Robot (CDPR) is described for building large
parts. Compared with the traditional robotic systems, CD-
PRs have a large workspace that can include the printing
area. In addition, the potential reconfigurability of CDPRs
is an asset to get rid of the collisions between the cables and
the environment during the execution of the printing task.
The printing feasibility is verified through the process iden-
tification where key parameters are used in the proposed
control law. The features to be taken into account through
a framework to make a successful printing with a CDPR are
described. Finally, advantages and drawbacks of CDPRs
for additive manufacturing are discussed and future work is
presented.

Keywords -
Additive Manufacturing; Cable-Driven Parallel Robot;

Innovative Construction

1 Introduction
3D printing solutions are generally based on Cartesian

robots with a 2D motion in the horizontal plane and a 1D
motion for the support table, corresponding to a three de-
grees of freedom machines [1][2][3]. For printing large
parts, several materials can be used such as: plastic ma-
terials [5], polymer foams [1][4][5] concrete [2][6][7], or
materials based on metallic particles [8][9]. The com-
bination of automatic system and process has allowed
multiple advances for large-scale 3D-printing, particu-
larly house walls in construction fields. For instance,
BatiPrint3D™ construction technology, composed of a
Staubli poly-articulated arm and a B2A Systems Auto-
matic Guided Vehicle (AGV), was proposed by Nantes
University, France (Figure 1). In 2017, Yhnova demon-
strator became a 95m2 social dwelling built for the social
landlord Nantes Métropole Habitat (NMH) [4].
The 3D-printing demonstrator BatiPrint3D™ technol-

ogy focuses on the construction of house walls through the
deposition of two layers of polymer foam used as a form-
work for a third concrete layer inside. To build large parts

Figure 1. Additive foam manufacturing:
BatiPrint3D, Yhnova’s house 3D Printing with an
AGV and a serial robot

without interruption in the printing process that would be
related to the concatenation of the different workspaces of
a mobile robot, the use of CDPRs for additive manufac-
turing in a short term is conceivable [7][10][11][12]. CD-
PRs are a potentially suitable replacement for very large-
scale applications [8][13]. They easily achieve a large
workspace without requiring massive equipment and ma-
chinery [14, 15].

This paper introduces a framework to adapt the 3DPrint-
ing process to a CDPR.A printing headwith polymer foam
for the production of large parts is managed by this archi-
tecture. The 3D foam printer performance is demonstrated
through the construction of two different large parts, with
an accuracy equal to 1 cm. The advantages and drawbacks
of the novel 3D printer are then discussed. The paper is
organized as follows: Section 2 introduces the process and
the robotic architecture and a way to identify key parame-
ters to adapt the process on a CDPR. Section 3 highlights
the experimental validation and proposes a framework to
fulfill the need. Section 4 draws some conclusions and
future work.
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2 Spraying End-Effector mounted on a
CDPR

2.1 Spraying end-Effector

The process of deposition is managed by an air-actuated
motor which controls the spraying nozzle enabling or dis-
abling the foam deposition. Two tanks containing the
Polyol and Isocyanate materials, respectively, are placed
in the robotic cell and mixing them together. The polymer
foam is then obtained.

Moving platform
Cables

Foam expansion

Motor

Deposition

distance (   )

Support plate

dd

Printed part

Spraying effector

Spraying Nozzle

Figure 2. The moving-platform with the spraying
gun and its actuation system

The mixture is performed in a static mixer and the com-
pound is then sprayed on the surface of the slab or on the
sub-layers as described in Figures 2 and 5. The material
expanses and acquires a sufficient stiffness in about six
seconds. This time depends on the mix temperature and
on the compound reactivity. The foam density is bounded
between 35 kg/m3 and 45 kg/m3. Its thermal conductivity
is equal to 0.027 W.M.K and the Young modulus is equal
to 7 MPa. The mean width of the wall created by foam
spreading is around 72 mm obtained by adapting different
parameters such as flow rates of Isocyanate and Polyol,
the distance between the spraying nozzle, the speed of
displacement of the nozzle. We now present the robotic
architecture i.e. the CDPR which moves the platform.

2.2 CDPR presentation

A CDPR is a robotic system composed of at least 6
cables, reeled in and out by winches, which connect to-
gether a frame and a MP. It belongs to a particular class
of parallel robots where a MP is linked to a base frame

using cables [2][16]. Motors are mounted on a rigid base
frame and drive winches. Cable coiled on these winches
are routed through exit points located on the rigid frame
to anchor points on the MP as shown in Figure 3. By
controlling the cable lengths in a synchronous manner, the
load can be steadily translated and rotated in a large space
with a good dexterity and stability. CDPRs have a large
workspace and reach high dynamic performance. Figure 3
depicts the overall architecture of the cable-suspended 3D
foam printer with its main components, namely, winches,
exit-points and the MP. The winches control the eight ca-
ble lengths, which move and actuate the MP. Cables are
routed through exit-points located on the rigid frame and
connected to anchor-points located on theMP. The printed
part is located on the ground so that the MP can access to
the top layer of the printed part.

zo

xo

yo

Rigid frame

Cables
Winch  Motor

Printed part Tanks

Pulley

Moving 
Platform

A 8 A7

A1 A2
A3A4

A5A6
Moving platform

Spraying effector
Laser sensor

Anchor  points 

Figure 3. Schematic of a CDPR dedicated to additive
foam manufacturing

The extruder is controlled by an output of the controller
of the CDPR. The 3D foam printer, named CRAFT and
displayed in Figure 4, has the following dimensions: 2.4
m x 3.67 m x 2.76 m (l x b x h). Furthermore, it is re-
configurable and their different reconfiguration strategies
were studied in [17], [18], [19].

2.3 Process identification

The maximum possible speed of the flow rate and thus
the maximum axial speed of the foam spraying effector is
210 mm/s. This system provides relatively robust position
control with a PID position controller and a dynamic po-
sitioning error equal to 0.05 mm. An important parameter
for printingwith the proposed device is the relationship be-
tween the spraying nozzle position and the foam flowrate.
A model of the foam 3d printing process is expressed in
terms of the nozzle height 𝑑𝑑 , the velocity of the spray
end-effector 𝑣𝑑 and the layer height ℎ𝑐.
The flowrate and the geometrical dimension of the layer

were found at different positions and at different deposition
speed bymeasuring on different section of layers. Figure 6
represents the height of foam deposited during a certain
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Base frame

Motor winch

Moving Platform

Figure 4. A CDPR, named CRAFT, used for foam
additive manufacturing at LS2N, Nantes, France

Cables

Isocyanate Polyol

Static mixer

Support 

plate

Deposition

 distance (dd)

Previous layer

hc

Figure 5. Description of the foam additive manufac-
turing process and associated variables

period of time.
Table 1 gives the measured layer height ℎ𝑐 as a function

of 𝑣𝑑 and 𝑑𝑑 . Figure 7 shows the relationship between the
three variables ℎ𝑐, 𝑑𝑑 and 𝑣𝑑 governing the foam printing
process. It is noteworthy that the printing process under
study is non-linear.

0.12 m/s
0.10 m/s

0.20 m/s

0.16 m/s

0.25 m/s

Figure 6. Sectional view of printed foam samples as
a function of the linear velocity 𝑣𝑑 of the spraying
end-effector for deposition distance 𝑑𝑑 equal to 150mm

Table 1. Measured layer height ℎ𝑐 (m)
𝑑𝑑 (m)

0.10 0.15 0.20
0.050 0.071 0.068 0.064
0.075 0.057 0.056 0.045

𝑣𝑑(m.s−1) 0.100 0.043 0.043 0.034
0.150 0.036 0.027 0.021
0.250 0.024 0.018 0.013

The foam process control model was developed using a
non-linear multivariate regression and is illustrated in Fig-
ure 7. The blue dots on the response surface are the values
obtained from the tests conducted during the identification
of the printing process on the CDPR.
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Figure 7. Process modeling characterized by a re-
sponse surface expressed in Eq.(1) obtained based
on a non-linear multivariate regression of data given
in Table.1
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The foam printing process is modeled as follows:

𝑣𝑑 = 𝑏1 + 𝑏2 ℎ
𝑏3
𝑐 + 𝑏4 𝑑𝑑

𝑏5 (1)

with 𝑏1 = −1.743 , 𝑏2 = 1.464, 𝑏3 = −0.314, 𝑏4 =

1.830 and 𝑏5 = −0.054 being computed with ©Matlab
fitnlm function from the values given in Tab. 1.

2.4 CDPR Control

The actuators of the CDPR are controlled using a com-
puted torque feed-forward control scheme with a joint
space feedback corrector. The integration of the model is
performed inside the control law of the CDPR. The control
scheme is shown inFig. 8. The desired velocity of the spray
end-effector 𝑣𝑑 , namely the one of the moving-platform,
along the deposition axis is obtained using Eq. (1). The
desired moving-platform twist t𝑑 is computed by project-
ing the deposition velocity profile onto the deposition axis.
The desired moving-platform pose x𝑑 and acceleration ¤t𝑑
are obtained using the desired twist first time integrative
and derivative respectively. The Inverse Geometric Model
(IGM) and the Inverse KinematicModel (IKM) are used to
define the desired joint position q𝑑 and velocity ¤q𝑑 respec-
tively. Using the measured joint position from the encoder
readings, the joint position error e𝑞 and the joint velocity
error ¤e𝑞 are used to define a correction torque 𝚪𝑃𝐼𝐷 of
the motor in a Proportional Integrative Derivative correc-
tor. A friction compensation torque 𝚪 𝑓 is computed using
a viscous and Coulomb friction model with the desired
joint velocity to anticipate the actuation torque lost in fric-
tion. A feed-forward term accounts for the dynamic and
static wrenches exerted on the moving-platform to deter-
mine a compensation torque 𝚪𝐹𝐹 . The friction compensa-
tion torque, the PID corrector torque and the feed-forward
torque are summed up to define the actuation torque 𝚪.
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Figure 8. Control scheme of the CDPR used for foam
additive manufacturing, the trajectory planner being
defined based on the foam additive model (1)

3 Experimental validation
First, some layers were printed using a polyurethane

foam with a density of 35kg/m3. The first tests with the

trajectory planner used in the CDPR allowed to test differ-
ent parameters, in particular the printing speed versus its
accuracy. The proposed framework for foam 3D printing
with a CDPR is illustrated in Fig 9.
The developedmeasuring framework is used to improve

the flatness surface and achieve the foam process through
the implementation of a closed feedback loop. The princi-
ple is to keep the geometrical error along the z-axis smaller
than 10 mm for one layer thickness. A first approach is to
continuously vary the layer thickness proportionally to the
measured ‘z-error’ by using the foam modeling described
in Fig 7. This can be achieved either by defining the
new operating parameters. It is also possible to adapt the
nozzle spraying velocity 𝑣𝑑 or to change the deposition
height 𝑑𝑑 of the nozzle online. The propose framework
for foam printing with a CDPR is described in Fig. 9 for a
dedicated high dimension parts to be printed. The quality
of the foam to be deposited should satisfy some build-
ability (mechanical characteristics), geometry (shape) and
flatness performance. Accordingly, the trajectory to be
followed by the spraying end-effector should be defined
and well followed.

3d printing CDPR Machine Foam Material
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Trajectory

generation

Manual

Trajectory
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Generation of 
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Figure 9. The proposed framework for foam printing
with a CDPR

The first tests consisted in printing polylines in order
to see the constitution of the robot to follow a straight
trajectory, and to test the stacking of the layers. The CDPR
well behaved at the tested speeds (up to 0.3m/s) in the
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sense that the trajectory remains linear along a line of
1m long and the height 𝑑𝑑 remains constant so that the
layer thickness is homogeneous at 32 mm, and the layer
width is also constant at 70mm (Figure 10 a). After, this
experimentation shows a good repeatability of the CDPR
trajectories regardless of the printing location in the robot
workspace (Figure 10c). We note some widths of non
homogeneous layer section, due to the accumulation of
material formed at the starting and stopping points of the
lines (Figure 10 b).

(a) (b) (c)

Figure 10. First experimentation polyline printing
(a) , polyline with non homonogeneous layer section
at the begin and end of layer (b), Layers overlay
printing (c)

The second test involved a curved trajectory serving as
the pattern for a curved wall. The pattern is 0.8m long and
0.25m wide with the oval shape.
The profile is set to the variables 𝑑, 𝑒 and 𝑟, which

correspond to thewidth, length of the profile and the radius
of the rounding (see Figure 9) in different frames such as :
𝑅𝑖𝑚𝑝 = ( 𝑂𝑖𝑚𝑝 , 𝑥𝑖𝑚𝑝 , 𝑦𝑖𝑚𝑝 , 𝑧𝑖𝑚𝑝): Printing frame whose
origin is the first printing point.
𝑅𝑠𝑡𝑟 = ( 𝑂𝑠𝑡𝑟 , 𝑥𝑠𝑡𝑟 , 𝑦𝑠𝑡𝑟 , 𝑧𝑠𝑡𝑟 ): Structure frame whose
origin is the center of the printed structure.
𝑅𝑝 = ( 𝑂 𝑝 , 𝑥𝑝 , 𝑦𝑝 , 𝑧𝑝): Moving-plateform (MP) frame
whose origin is the gravity center of the MP.
𝑅𝑏 = (𝑂𝑏, 𝑥𝑏, 𝑦𝑏, 𝑧𝑏): Base frame or Global frame related
to the fixed frame.
To define the trajectory, the user defines:

– The desired time to move the effector from its initial
position (at rest) to the 1st printing point

– The nominal speed of the effector for printing 𝑣𝑑𝑚𝑎𝑥

(which should be kept during printing)
– Number of layers to print
– The height difference between two successive layers

The profile to be printed is defined in 𝑅𝑖𝑚𝑝 . The user
places this local coordinate system in the structure frame
𝑅𝑠𝑡𝑟 and then in the base reference regarding the robot 𝑅𝑏

(Fig.10). To print this experimentation, two types of ge-
ometries are used: lines and circular curves. The method-
ology used for the structure definition is the following :

z

x y

y

x

zb
Ystr

Yb

Yimp

zstr

zimp

Yimp

zimp

z

Ximp

Figure 11. The shape trajectory inside the CDPR
Workspace (a) , the printing shape trajectory (b)

– Define the position and orientation of the different
frames

– Define the transformation matrixes between the dif-
ferent frames

– Define the shape to be printed in the printing frame
𝑅𝑖𝑚𝑝

– This shape is first projected in the structure frame
𝑅𝑠𝑡𝑟

– It is then projected in the global frame 𝑅𝑏

– The movement of the moving-platform (MP) is de-
fined by the trajectory.

When the trajectory is defined, the moving platform is
suspended in its initial position, which was identified by a
laser-tracker. The moving platform goes from the center
of the structure frame to the initial printing point. It starts
with zero velocity and acceleration and arrives to point A
with the desired tracking velocity 𝑣𝑑𝑚𝑎𝑥 (0.3 m/s). The
spraying effector based on themoving platform follows the
predefined structure shape. There is a vertical transition
from one layer to the following. The velocity norm is
kept constant, along the printing phase. When printing is
finished, the MP goes from the last printed point to the
structure center.

Figure 12. Construction of a foam shape part with
the Craft CDPR
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The path height and path width used for constructing
the shape foam is 70 mm , respectively, the polyurethane
foamcharacteristics. These dimensionswere chosen based
mainly on the objective to build as large an object as pos-
sible, in a reasonable amount of time and the quantity of
foam in material tanks. With these dimensions, the shape
wall is built in 10 layers and the flatness default is approx-
imately 10 mm. However, other factors include a desire to
maximize construction resolution and optimize foam gun
performance.

4 Discussion on the results

A prototype system, built at Nantes University, is pre-
sented on the CRAFT platform, and data from this system
shows its suitability for large-scale printing. In order to
scale this out to full-size deployment there are, however,
different challenges associated with workspace shape and
make correction of flatness surface print are identified as
targets for future research. The success of this system
demonstrates the feasibility of CDPR for large additive
manufacturing systems for construction field.
The proposed novel robotic solution allows the asso-

ciation of the CDPR with a polyarticulated robot, em-
bedded on its mobile platform, on which various end-
effectors dedicated to additive manufacturing end-effector
based on expanding material, edge finishing tool, mea-
surement/control tool would be mounted ( Fig.12).
Many research works have been conducted on the de-

sign, modeling and control of CDPR over the last fifteen
years because of their numerous potential applications,
especially in industry, and their potential improved per-
formances, especially in terms of accuracy. It should be
noted that the national platform "XXL Robotics" of the
Equipex + TIRREX project (Technological Infrastructure
for Robotics Research of Excellence 2021-2028) will be
located at LS2N, Nantes University, site Mlab XXL in
Saint-Aignan de Grandlieu. This platform will include a
reconfigurable cable-driven parallel robot of size 24m x
14m x 6m, equipped with an embedded robotic arm on its
moving-platform. This experimental platform will allow
us to tackle many industrial applications related to man-
ufacturing robotics and construction robotics such as 3D
printing of large parts, namely, adding material, but also
removing material such as machining.
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Figure 13. (a) Concept of a new CDPR used as a
foam large scale printer; (b) reconfigurable CDPR
(Nantes University and IRT Jules Verne) used in
TIRREX-XXL platform
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Abstract -
One of the many ways in which automation may help the

construction industry is on-site material management. This
paper presents an automated process where materials are
selected for staging by detecting construction progress from
site images. The materials are then delivered to their re-
spective workface locations by a robot. The effectiveness of
the material selection process is assessed using a simulated
and physical construction site. We demonstrate that our
process is successful under a number of different conditions
and environments. Our system contributes to the feasibility
of autonomously managing materials on a construction site
and reveals potential avenues for future research.

Keywords -
Automated material delivery; Progress detection; BIM;

Robot

1 Introduction
This paper seeks to create a process that allows a robot

to: a) recognize the current state of a construction project,
b) predict which materials will be needed, and c) deliver
those materials to their appropriate workface. The work
presented here focuses on the first two of these com-
ponents. Material management is an important part of
any construction project. Consisting of the transporta-
tion, storage, identification, handling, and usage of ma-
terials, material management is directly related to effi-
ciency, safety, and waste during construction. One case
study found that the cost of inefficiencies resulting from
improper material management was 5.7 times greater than
the cost of implementing material management [1]. With
respect to safety, Lipscomb et al. observed that 11.5%
of slipping and tripping accidents on construction sites
occurred while the worker was carrying an object [2]. Ad-
ditional studies have found that human error, accidents,
and damage during transportation to the site or on the site
were all sources of construction material waste [3].
The use of robots for construction site material deliv-

ery could maximize the tracking of materials while also
minimizing waste. Robots used at night or moving along
dedicated pathways could also increase safety, provided

no workers are present at night. Hence, the goal of this re-
search is to develop a system that can automatically detect
construction progress and deliver the materials that will
be needed for the next step in a construction plan.
The task of automating the tracking of construction

progress is referred to as automated progress monitoring
[4]. Research in this area typically compares a 3D model
of the structure to be built (as-plannedmodel) with another
model generated using sensor data of the construction site
(as-built model). The as-planned model is derived from
a building information model (BIM), and contains phys-
ical and functional information about the structure. By
comparing these models, individual elements of the struc-
ture such as walls, beams, or columns are recognized and
their progress assessed. The expected progress is derived
from a critical path schedule. In this paper however, no
expected amount of progress is prescribed, and progress
monitoring is used as a means to automate material selec-
tion for delivery via mobile robots. As such, we refer to
this problem as automated progress detection as opposed
to automated progress monitoring.
This paper presents an automated process where mate-

rials are selected for staging based on images collected by
a mobile robot on a construction site. The system devel-
oped for selecting materials makes use of a pre-existing
technique for automated progress monitoring. The out-
put of this process may then be used to instruct a robot
to deliver materials to specific workface locations where
the material will be needed. The primary contribution of
this paper is an automated process for guiding the timely
distribution of construction materials.
In the next section we review related work before de-

scribing the process itself. Next, experiments demonstrate
our process followed by an analysis of the experimental
results. The paper concludes with directions for future
work.

2 Related work
Recent advances in robotics have begun to make the

use of construction robots a possibility [5]. Mobile robots
however must cope with the cluttered and dynamic en-
vironments found in construction sites, which research
in obstacle detection [6] and localization using BIM [7]
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System Setup (a) Material Selection (d)

Starting with final step

Figure 1. System Diagram: Input photographs, BIM, and construction plan are used to generate a list of materials
to be delivered by a robot.

have begun to address. The capability of robots to place
construction elements has also been investigated [8], and
mobile manipulators capable of moving materials on con-
struction sites have been demonstrated [9].
A great deal of research has focused on automated

progress monitoring for construction sites [4, 10]. At-
tempts have been made to automate construction progress
monitoring using either laser scanners [11, 12] or images
[13, 14, 15] of the site to generate an as-built model. The
model must then be aligned/registered with the BIM in
order to compare them for determining progress. This
typically involves a degree of manual manipulation, al-
though studies have demonstrated automated techniques
[16]. Some methods utilize machine learning to help in
monitoring progress [13, 11, 15]. Others incorporate tem-
poral information to take advantage of relationships be-
tween construction elements [11, 14]. Bayesian models
[13] and computer vision have also been used to recognize
construction materials [15].
Our work uses a method developed by Golparvar-Fard

et al. [13]. In their process, unordered site images and a
4D BIM are used to automatically monitor the construc-
tion progress of a site. Images are used to reconstruct the
as-built model by first using structure-from-motion (SfM)
to create a sparse point cloud of feature points. Multi-view
stereo (MVS) techniques are then used to create a dense
point cloud. Once the model is aligned with the BIM, the
model space is discretized into voxels to support the infer-
ence of progress over small areas of the construction site.
The voxels are labeled for both the as-planned and as-built
models based on their occupancy and visibility from the
site images. These labels are then used to determine the
probability of observing progress for each construction
element by applying a Bayesian probabilistic approach.
Finally, by rephrasing the problem as a linear classifica-
tion problem, a support vector machine (SVM) is trained
to calculate a probability threshold for each element and
classify it as either having progressed or not progressed.

For the purposes of this paper, Golparvar-Fard et al.’s pro-
cess is simplified by removing the SVM.

3 System description
Our process is depicted in Figure 1 and consists of five

parts. These are system setup, as-built reconstruction,
model discretization and labeling, material selection, and
material delivery.

3.1 System setup

The inputs for our system can be found in box (a) in
Figure 1, and are 1) site photographs, 2) a BIM, and 3) a
linear construction plan. These inputs serve as the basis for
generating the as-planned and as-built point cloud models,
and when combined with a construction plan allow for
materials to be selected via progress detection.
The critical characteristic of the BIM input is that it

is a 3D model composed of uniquely named construction
elements. Each element also has a material label, which
can be used for generating a list of materials for a robot
to deliver. As a medium for design, BIM does not al-
ways contain the level of detail assumed by this paper. For
example, a brick wall would be a single 3D model with
the individual bricks visually represented using a mapped
texture. Before discretizing the BIM, we specify a volume
of interest on the model space using Cartesian bounds
𝒃lower and 𝒃upper. All 3D objects outside these bounds
are removed from the as-planned model, such that only
construction elements important for progress detection re-
main. The result is an as-planned model consisting of the
set of elements 𝜃 = {𝜃1, . . . , 𝜃𝑁elements }.
To generate a list of materials for delivery, a plan is also

required. When a construction schedule is generated, it
is targeted for craft labor tasks, and thus it normally con-
tains temporal information in the form of a task schedule,
where multiple tasks may be performed concurrently. Our
process assumes a more granular linear plan consisting of
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a series of steps 𝑘 = 1, . . . , 𝑁steps, where one or more con-
struction elements are placed at each step. In this paper,
the word step specifically refers to a step in a linear plan
and not some component of the material selection process.
The input images must provide enough information to

discern the current step based on the plan without hav-
ing to infer based on relationships between construction
elements. In general, this means that the collection of im-
ages used will feature at least one element placed during
the previous step and one space where an element will
go in the following step. Additionally, the images must
be devoid of any unplanned occlusions blocking construc-
tion elements. The only permissible occlusions are other
construction elements. When collecting images in simu-
lation, the precise location and orientation for each image
was also provided. This was done to remove the need for
manually aligning the as-built point cloud model with the
as-planned model by selecting corresponding points, as
was done for the physical experiments.

3.2 As-built reconstruction

In this paper, as-built reconstruction is the process of
using site images to create a 3D point cloud of the con-
struction site. As indicated in Figure 1 by box (b), the
as-built point cloud model, denoted from here onward as
as-built PC, is needed to detect progress and determine
which construction elements have been placed.
The process of reconstructing the as-built PC from

the provided camera images and poses is handled by
COLMAP [17], an open source structure-from-motion
(SfM) and multi-view stereo (MVS) pipeline. SfM com-
pares identical features for a scene across multiple images
to generate the scene’s 3D geometry. The outputs from
SfM are then used with MVS to map normal and depth
information onto the images. This results in a dense point
cloud 𝑃𝑏 representing the as-built construction site, and is
used as the as-built PC. Notice that the subscript 𝑏 indi-
cates a variable’s association with the as-built PC.

3.3 Model discretization and labeling

The as-planned model is discretized into finite, fixed
volume voxels of width 𝛿 for labeling (see Figure 1 box
c). By dividing the as-planned model into smaller vol-
umes, visibility can be reasoned per voxel for each element,
thereby informing the progress detection which voxels are
expected to contain points from 𝑃𝑏.
To voxelize the as-planned model, each element is con-

verted into a point cloud 𝑃𝑒, where 𝑒 = 1, . . . , 𝑁elements is
an index for each construction element. Doing so allows
each voxel to be associated with a particular element based
on the 𝑃𝑒 with the most points inside the voxel. This adds
a requirement that each 𝑃𝑒 must have the same density 𝜌
of equally spaced points.

The as-planned model space is discretized based on
combinations of 𝑃𝑒 for all 𝑒 with

𝑉 = 𝑓voxelGrid(
𝑁elements⋃
𝑒=1

𝑃𝑒, 𝛿, 𝒃lower, 𝒃upper) (1)

where 𝑓voxelGrid() generates voxels of width 𝛿, bounded
between limits 𝑏lower and 𝑏upper, from a union of 𝑃𝑒 point
clouds. The result is a voxel grid 𝑉 where voxels 𝑉 𝑗 for
𝑗 = 1, . . . , 𝑁voxels are only placed where at least one point
exists. Each 𝑉 𝑗 is provided two labels, for the as-planned
model and as-built PC, andwill have values of either empty
(𝐸), occupied (𝑂), or blocked (𝐵).

3.4 Material selection

The as-built PC is compared with the as-planned model
at various steps per the linear plan. By starting with the
final step and analyzing in reverse order, as shown in box
(d) in Figure 1, the step which matches the as-built PC is
detected. This process informs the current construction
progress and determines what materials need to be deliv-
ered for the subsequent step. Due to this relationship, the
terms progress detection and material selection are used
mostly interchangeably in this paper.
To begin detecting progress, a new voxel grid 𝑉𝑘 ⊆ 𝑉

for step 𝑘 must be created. For details on how a voxel 𝑉 𝑗

is assigned to a voxel grid 𝑉𝑘 , see Figure 2.

3.4.1 Label blocked voxels

Next, progress detection requires the blocked voxels in
the as-planned model to be labeled. Only voxels expected
to contain points from 𝑃𝑏 should be checked for occu-
pancy, so the voxels labeled as blocked are discounted.
Voxels are traversed and labeled in a manner similar

to [13]. Readers are directed to the method outlined by
Golparvar-Fard et al. for further details on voxel traver-
sal and labeling blocked voxels based on the as-planned
model. However, unlike Golparvar-Fard et al., we do not
use the radiance of a voxel’s projected pixels to evaluate
if a voxel is occupied. This removes the need for a visi-
bility constraint, and thereby enables a unique voxel label
solution to be found even when considering one image at
a time. Therefore, the order of voxel traversal is defined
by

𝑑𝑖, 𝑗 = ∥𝒙 𝑗 − 𝒙𝑖 ∥ (2)
where 𝒙 𝑗 and 𝒙𝑖 are the center of 𝑉𝑘, 𝑗 and image 𝑖 respec-
tively in the world coordinate frame. The voxels in 𝑉𝑘 are
then traversed in order of increasing distance 𝑑𝑖, 𝑗 .
The as-planned label for 𝑉𝑘, 𝑗 is specified as (𝑂 𝑝) or

(𝐵𝑝) based on the number of reprojected pixels of 𝑉𝑘, 𝑗

with an evaluation of 1 as described by [13]. Here, the
subscript 𝑝 indicates a variable’s association with the as-
planned model. Further,𝑉𝑘, 𝑗 can be labeled as (𝐵𝑝) if 𝑑𝑖, 𝑗
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(a) (b) (c)

Figure 2. Model discretization and labeling visualized using a structure consisting of three elements: (a) Red,
green and blue construction elements with 𝑒 = 1, 2, 3 respectively. Current step is 𝑘 . (b) 2D zoom of voxel
grid 𝑉𝑘 with point clouds 𝑃1, 𝑃2 and 𝑃3. Voxels 𝑗1 and 𝑗2 have more points from 𝑃2 than 𝑃1 or 𝑃3, leading to
𝒆 𝑗1 ,𝑘 = (2, 3, 1) and 𝒆 𝑗2 ,𝑘 = (2). (c) 2D zoom of voxel grid 𝑉𝑘−1 where element 2 was removed from the voxel
grid and from 𝒆 𝑗1 ,𝑘−1 and 𝒆 𝑗2 ,𝑘−1, giving 𝒆 𝑗1 ,𝑘−1 = (3, 1) and 𝒆 𝑗2 ,𝑘−1 = (). Voxel 𝑗1 now belongs to element
𝑒 = 3.

is greater than some distance threshold as well. This was
done primarily to reduce computation time.

3.4.2 Label occupied voxels

The voxels not labeled as blocked in the as-planned
model, are labeled for occupancy based on the as-built PC.
By counting the number of occupied and empty voxels for
each element, the probability of observing each element is
determined.
Because the assumption was made that no unplanned

occlusions were present in the images used to reconstruct
the as-built PC, all voxels labeled with (𝐵𝑝) are also la-
beled (𝐵𝑏). Each voxel𝑉𝑘, 𝑗 not labeled (𝐵𝑏) is checked to
see if it contains a point from 𝑃𝑏. If so, then it is labeled
occupied (𝑂𝑏). However, when 𝑉 is generated, it is pos-
sible for some voxel faces to be very close to an element
face. Due to the limited precision of the reconstruction
process, scenarios where points in 𝑃𝑏 fall just outside of a
voxel can be common. To address this problem for some
empty voxel𝑉𝑘, 𝑗 , all voxels adjacent to𝑉𝑘, 𝑗 , which are not
part of𝑉𝑘 , are also checked for occupancy. Here, two vox-
els are considered adjacent if they share a common face.
If a point is found in any of the adjacent voxels, then 𝑉𝑘, 𝑗

is labeled (𝑂𝑏). Otherwise it is labeled empty (𝐸𝑏).

3.4.3 Plan traversal for material selection

Given a step in the linear plan, the probability of ob-
serving each element in that step is calculated. The first
step found where every element placed in that step is ex-
pected to be observed, is said to be the current state of
construction. By knowing the construction progress, the
materials required are known and may be delivered.
Progress detection is performed to recognize element

𝜃𝑘,𝑒 in 𝜃𝑘 , starting with 𝑘 = 𝑁steps. As with [13], progress
is evaluated by comparing a probability to a threshold.
Provided evidence of occupancy 𝜂𝑒, Golparvar-Fard et al.
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Figure 3. Example progress board from physical
experiment. Columns represent steps of the plan,
and rows represent construction elements organized
by step. Each band of color within a cell, is the
𝑃(𝜓𝑒 |𝜂𝑒) of element 𝑒 for whatever step 𝑘 the sys-
tem is on. No color (white) indicates that element
is not visible. Here, each step involves placing one
element, so there is a single band of color per cell.
The process of determining the current step is visu-
alized by the black arrow and outlined cells.

define the probability of 𝜓𝑒, the event of observing an
expected element, as

𝑃(𝜓𝑒 |𝜂𝑒) =
[ ∑

𝑂𝑏∑
𝑂𝑏 +

∑
𝐸𝑏

]
𝜃𝑘,𝑒

(3)

Given our assumptions, and a linear construction plan
rather than a general schedule, 𝑃(𝜓𝑒 |𝜂𝑒) is satisfactory
to detect 𝜃𝑘,𝑒. If 𝑃(𝜓𝑒 |𝜂𝑒) is greater than the threshold,
then the element is marked as having progressed.
After evaluating the progress for all elements in 𝜃𝑘 , the

current step is said to be 𝑘 + 1 if progress was detected
for all elements placed in step 𝑘 . Otherwise, progress
detection is performed on step 𝑘 − 1 as shown in Figure 1.
We now introduce the progress board in Figure 3 to

better explain this process. A progress board functions as
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Props

Bricks CMUs
Cameras
(a) Simulation experimental setup

Jetson Nano

Foam CMUs

ZED 2i camera

(b) Physical experimental setup

Figure 4. BIM, experiment environment, and exam-
ple image capture for physical and simulation exper-
iments

a recording of all steps the material selection analyzes. To
find the elements placed on some step, we search the grid
diagonal, moving from the top right cell to the bottom left,
as shown in Figure 3.
Once the current step is determined, the elements for

that step are chosen to be delivered by a robot. Because
each element is associated with a material, the result is the
robot receiving a list of materials to deliver.

4 Experiments
4.1 Simulation experiment

The BIM used in simulation was designed to resemble
the foundation of a small structure which can be seen in
Figure 4(a). Images were captured of the simulation at an
interim step in the plan, and progress detection was used to
determine the current step. Using the progress detection
results, a list of materials for delivery was output. This
process was evaluated at every step in the plan.
The BIM was generated as an FBX file, with unique

names for each construction element. Materials were dis-
tinguished using specific tags in the element names. For
this research, the two materials used were standard bricks
and concrete masonry units (CMUs). The linear plan was
designed such that elements were distributed across steps

Table 1. Camera properties

camera width
(px)

height
(px)

focal
length
𝑓 (px)

principal
pt. 𝑜𝑥
(px)

principal
pt. 𝑜𝑦
(px)

simulation 2048 1536 1525.1 1024 768
ZED 2i 2208 1242 1063.6 1107.2 632.1

based on wall face and course. In total, the plan contained
57 steps to place 447 elements.
Unity was used for the material selection simulation.

Unity offers a capable physics engine, cameras for simu-
lating image capture, and importation of many assets into
the simulation. Additional textures and construction props
were added, as shown in Figure 4(a), to make the simula-
tion look more realistic and improve the performance of
the as-built reconstruction. It should be noted that if a prop
was ever occluding a construction element in the camera
view, it was removed for that as-built reconstruction. The
lighting in the simulationwas configured to represent noon
at Penn State in early summer to balance realistic lighting
and ease of reconstruction.
Uncompressed site images were captured using camera

objects arranged in Unity. The cameras were arranged
in groups of 4 for each reconstruction, as seen in Figure
4(a). The camera intrinsics were chosen to resemble a
smartphone camera and are provided in Table 1. It should
be noted that the simulated camera parameters differ from
the physical camera because the simulation experiments
were conducted before the ZED 2i camera was acquired.
These camera parameters and poses were imported into
COLMAP [17].
During reconstruction, COLMAP’s default “low” qual-

ity settings were used to reduce computation time. Our
process performed the material selection and returned a
list of materials for delivery. When discretizing the BIM,
the voxel width 𝛿 and point cloud density 𝜌 where chosen
to be 0.0254 m (1 in) and 15,500 pts/m2 respectively. The
threshold for progress to be detected for an element was
set to 0.25, and the distance threshold for a voxel to be
considered visible was set to 4 m. All parameters were
chosen empirically.

4.2 Physical experiment

The BIM used for the physical experiments consisted of
a small stack of CMUs arranged in a corner shape. The
completed construction can be seen in Figure 4(b). Con-
struction was conducted on top of a parking deck to best
approximate the large concrete flooring found on many
construction sites. Images were then captured using the
Stereolabs ZED 2i camera while varying the current step,
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Table 2. Material selection results across all elements in 𝜃𝑘 for 𝑘 = current state, where 𝑃𝑘 (𝜓𝑒 |𝜂𝑒) is the
probability of an element placed during step 𝑘 being observed

Setting # recon-
structions

Min
𝑃𝑘 (𝜓𝑒 |𝜂𝑒)

Avg.
𝑃𝑘 (𝜓𝑒 |𝜂𝑒)

Max
𝑃𝑘 (𝜓𝑒 |𝜂𝑒)

# mistaken
steps

# bricks not
selected

# CMUs not
selected

morning 8 0.429 0.744 0.995 0 0 0
afternoon 18 0.502 0.830 1 0 0 0
evening 8 0.497 0.702 0.881 0 0 0
simulation 57 0.289 0.831 1 0 0 0
sim. occluded 2 0 0.585 1 2 1 0

time of day, and position of camera. Using the collected
images, progress detection was performed to assess if the
correct materials could be selected based on progress.
Once again, the BIM for the physical experiments was

generated as an FBX file. The actual CMUs used were
foam blocks (Figure 4(b)). Foam CMUs were chosen for
ease of handling in future robot experiments. Unlike the
simulation experiments, the linear plan for the physical
experiments only had 1 CMU placed per step, with a total
of 10 steps.
The physical experiments were varied in three ways:

lighting, camera position, and construction step. Lighting
was varied by taking images in themorning, afternoon, and
late evening. Additional variation due to weather occurred
naturally. Sets of images were captured around the CMUs
at approximately 90°apart. For each lighting condition
and position, the CMU corner was constructed to steps
6 and 10. Images were also captured and processed for
every step, but these were only gathered in the afternoon
at a single position around the CMU corner. In total, 34
variations of physical experiment were performed.
A ZED 2i camera was mounted on a tripod to capture

uncompressed images, and its rectified intrinsics can be
found in Table 1. The ZED 2i is factory geometrically cal-
ibrated, and so no manual calibration was performed prior
to the experiments. For each as-built reconstruction, the
tripod’s center column was extended in 0.06 m increments
a total of 0.3 m to capture left and right images. This
yielded 12 images per reconstruction, which will now be
referred to as a set of images. A Python script was written
to record the images, and was run using an NVIDIA Jetson
Nano Developer Kit-B01. An example of an experiment
setup is in Figure 4(b).
When processing the real images, COLMAP was set to

its default “high” settings to increase the final point density
of the reconstruction. Although the poses of the camera
were not measured for use in COLMAP, the camera intrin-
sics were still provided using the ZED camera Python API.
Again, SfM and MVS was performed using COLMAP’s
command line interface.
After reconstruction, because the camera poses were

not recorded, the as-built PC had to be aligned to the same
coordinate frame as the BIM. CloudCompare’s Align tool
was used to generate a transformation matrix using the
CMU vertices as a reference point. The matrix was used
to rotate and scale both the as-built PC and reconstructed
camera poses during progress detection. No changes were
made to the material selection process. All parameters
were left at their previous values.

5 Results and discussion
Evaluation of our system in both simulation and phys-

ical environments resulted in the successful selection of
the correct materials for delivery across all of the con-
struction steps, camera locations, and lighting differences
tested. As seen in Table 2, all minimum probabilities were
above the threshold of 0.25when there were no occlusions,
so no materials were improperly selected. In practice, this
means the material selection system will determine the
correct materials to deliver for the construction site, pro-
vided ample lighting and images, and the workface is free
of obstructions. While the system was successful, some
experiments do demonstrate how failures could occur.
Correct materials are not selected for delivery when ele-

ments placed during the current state of construction have
too many voxels labeled as empty. In the experiments
conducted through this research, voxels were incorrectly
labeled as empty primarily because of poor lighting and
occlusions. A representative example of the effect of light-
ing on progress detection can be seen in Figure 5(a). Even
though the sunwas nearly directly overhead, the brick faces
in the shade were reconstructed noticeably worse than the
faces in the sun. Table 2 shows the probability 𝑃𝑘 (𝜓𝑒 |𝜂𝑒)
that an element placed during the current state is observed
was generally higher during the afternoon than morning or
evening, although no materials were mistakenly selected.
However, Table 2 shows both simulated reconstructions
where occlusions were introduced resulted in the wrong
steps being determined. Figure 5(b) depicts voxels labeled
as empty (red) due to a spotlight leg occluding some of the
bricks from the cameras. This resulted in the current state
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(a) Foam CMU corner at noon

23

21
19

Empty voxels due to
occluding searchlight

Empty voxels only
visible from one image

(b) Simulated experiment with an occlusion

Figure 5. As-built reconstruction point cloud and
voxel labels: red = empty, black = blocked, green
= occupied, yellow grid lines = current construction
elements

being detected as 19 instead of 23. The reason for this
can be observed in Figure 6. Looking at step 23 (actual
current state) on the diagonal, red bands can be seen in
the cell. There are multiple bands in each cell because
multiple elements are placed per step. The red bands in-
dicate that some elements were not detected, and explains
why progress detection continued searching for the cur-
rent step. Further down the diagonal, the elements in steps
21 and 19 were detected fairly well. In Figure 5(b) it is
shown that these steps represent the brick courses directly
below step 23. Therefore, step 19 was deemed the current
state because it was reconstructed enough to be detected as
opposed to step 21. The consequence of this error is that
the number of bricks selected for delivery would be based
on step 19 instead of step 23. For these two steps, this is
only the difference between delivering 8 and 7 bricks, but
the error could be greater or smaller if the mistake was
between a different pair of steps.
Two other limitations of this material selection system

are its reliance on detailed construction schedules and as-
planned to as-built model alignment. As stated in sub-
section 3.1, this paper uses a BIM and linear plan with
an uncommon level of detail. For a system such as the
one presented here to be used on a real construction site,
detailed schedules for element placement will need to be

Current state
Current step

Actual current state
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Figure 6. Progress board for simulation at step 23

incorporated into BIM, or methods will need to be de-
veloped to reverse engineer the information from current
models. Assuming such scheduling data is available, care
must still be placed into aligning the as-built PC with
the BIM coordinate frame, as errors will be magnified by
small misalignments for large models. This concern can
be reduced by collecting more images and by automating
as-built model alignment using GPS or registering images
with on-site control markers [16].

6 Conclusion
This paper has demonstrated a process for auto-

mated material selection based on detecting construction
progress from robot captured images. Our system was
evaluated in simulation and at a simulated, physical con-
struction site. Thematerial selection process was shown to
be robust to lighting and is capable of detecting any step in
a linear plan despite limitations related tomodel alignment
and occlusions. This paper contributes a progress detec-
tion system capable of selecting the necessary materials
for further construction progress. The system presented
serves as a template for future advancement, which will al-
low workers to spend less time documenting progress and
moving materials, and more time helping the construction
industry reach its productivity goals.
Future research aims to address the noted limitations

and investigate the challenges of detecting progress on
a real construction site. These challenges include scala-
bility, large varieties of construction elements, non-linear
construction schedules, and the generally more complex
and varied environment that a construction site poses.
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Abstract –  

In order to reach zero energy consumption of the 
current building stock, adding a new insulating 
envelope with Renewable Energy Sources onto the 
existing building is necessary. This can be achieved by 
using prefabricated modules, automation and 
robotics. Since the topic is complex, three main 
subcategories were defined: Data Flow, Off-site 
Manufacturing, and On-site Installation. Latest 
studies suggest that there are still gaps in the way of 
achieving economically feasible solutions. In other 
words, there must be a reduction in the working time 
achieved in each sub-category. In this paper four 
different solutions are explained: 1) online data 
processing of the building, 2) automated layout 
definition, 3) accurate measurement with targets and 
4) Automated CAM generation and Manufacturing. 
The solutions are still being developed but the current 
results are promising.  
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1 Introduction 
One of the measures to cope with the Climate Change 

is by reducing globally the necessary amount of energy. 
Over recent years, strategies for achieving zero-energy 
consumption of buildings focused on insulating existing 
buildings and installing Renewable Energy Sources 
(RES) on top [1]. Applying this process manually implies 
two hazards: building user’s intrusiveness and 
disturbances and risky activities carried out at heights. To 
avoid such inconveniences, prefabricated modules are 
manufactured off-site. These modules include insulation, 
RES, and other necessary components such as windows 
or waterproofing elements [2]. In previous research of 
automated, robotic façade renovation with prefabricated 
module aspects [3–5], three sub-categories were defined, 
as explained in Figure 1. 
• SC1. Information or Data Flow. This section is 

related to the data acquisition of the existing 
building, the processing of the data and the 

definition of the prefabricated modules that are 
attached to the existing building. This information 
is used for the manufacturing of the modules, 
basically for creating a CAM (Computer Aided 
Manufacturing) for an off-site, manufacturing 
process. Besides, on-site, it is necessary to mark the 
location of the connectors on the existing wall.  

• SC2. Off-site Manufacturing of the modules, which 
refers to the off-site automated manufacturing of 
the modules. Two phases can be differentiated; 
SC2.1, cut and machine the elements of the 
prefabricated modules, and SC2.2, assembly the 
module with the elements cut on previous point. 

• SC3. On-site Installation of the modules. It deals 
with the process that spans from the arrival of the 
module to the site and the fixation of the modules to 
the existing building-wall. In robotic installation 
processes, the robot must be set up [6]. Apart from 
that, the connectors must be fixed and finally the 
modules need to be placed on top. 

 
Figure 1. Scheme of the three sub-categories [6]. 

However, processes with prefabricated elements have 
not become competitive comparing to manual methods, 
which is the largest obstacle towards marketization. For 
this reason, a 90% reduction in data acquisition and 
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processing was envisioned as one of the goals of the 
ENSNARE research project [7] where the research 
explained in this paper is based on. Shortening the current 
manufacturing and installation processes is an additional 
objective too.  

However, working time reduction cannot come at the 
expense of losing quality, and regulation and standards 
must be fulfilled [8]. Data flow errors can lead to 
manufacturing modules with deviations. Minor 
deviations can lead to water and heat leaks,  while larger 
deviations may cause collisions, or even jeopardize the 
installation of a module in its assigned location. 
Therefore, deviations of less than 2 mm are necessary to 
obtain an optimal result. 

2 Research Gaps 
Robotics and automated solutions in construction are 

only marketed when these are economically feasible [9–
12]. The question of how to manage technology and 
make it ready for the market must also be addressed [13–
15]. This topic has been approached in some different 
research projects such as BERTIM [16], and 
HEPHAESTUS [17]. In previous instances [18], up to 15 
Research Gaps (RG) were detected.  The research in this 
paper focuses on four RGs and their solutions.  With 
respect to Data Flow, it was determined necessary to: 
• RG1.1: Avoid recurrent data acquisition of the 

building. Online data for the initial measurements of 
the building should be explored, in order to avoid 
excessive visits to the existing building, especially on 
preliminary stages.  

• RG1.2: Define automatically the layout definition of 
the modules. Normally, in building renovation, the 
preliminary definition of the module layout is defined 
manually, and it can take up to 15-20 hours in a low-
rise building. 

• RG1.3: Discriminate “unnecessary “information of 
the building, and determine the locations of the 
connectors using photogrammetry. 

On the manufacturing process, the remaining RG 
considers how to: 
• RG2: automate agile robot path adjustment 

depending on the layout-CAD of the modules. It is of 
a vital importance to generate a parametric 
adjustment of the robot path based on the CAD file of 
the module. 

The remainder of this paper focuses on the developed 
solutions to these RGs.  

3 Solution Kits 
In order to improve the current process, a set of 

Solution Kits (SK) are being developed in the ENSNARE 
project. SK1 deals with online data acquisition, building 
definition, and online module layout definition.  On the 

other hand, SK2 is related to the manufacturing process. 

3.1 SK 1.1. Online data processing of the 
building 

Online tools, such as OpenStreetMaps, were used for 
a preliminary semi-automated data acquisition and the 
subsequent initial building modelling. For that purpose, 
an algorithm was developed to generate semi-
automatically the shape of the building (see Figure 2). 
Computational design tools and software, such as 
FreeCAD [19] were used to merge information taken 
from online databases.  

 
Figure 2. Scheme of the online data processing. 

First, the user exports a map section from 
OpenStreetMaps as an XML file. The user then opens 
FreeCAD and uses the Load .osm file command to select 
the exported map file. The command creates a CAD 
object for each building in the OSM file with the correct 
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layout (Figure 3). However, at this point the height of the 
building and the roof shape are unknown and height is 
estimated from the number of floors. 

       
Figure 3. A map section in OpenStreetMaps (left) 
and the same map section after import in 
FreeCAD as 3D model (right). 

In step two, the user selects a façade in the 3D view 
and uses the Adjust façade command. The user then 
selects a previously taken photo of the façade which is 
opened in a new window. In this window the corners of 
the façade can be marked by the user. With the corners 
given and by assuming a rectangular façade, we are able 
to locate the vanishing points. Through a series of 
geometrical operations, we are then able to revert the 
projection of the façade and determine the original 
proportion between width and height. Since the length of 
the façade is known from the OpenStreetMaps data we 
can multiply it with the proportion to calculate the 
building height. The height is then adjusted in the 3D 
model (see Figure 4). 

 
Figure 4. Left, façade photos with marked façade 
and gable area. Right, the algorithm for 
computing the height-width proportion from a 
façade image. 

In step three, a perspective transformation is 
performed on the façade area to make it rectangular. In 
this transformed façade image, the user draws bounding 
boxes around façade objects and selects the appropriate 
object type, for example door or window. A grid 

selection mode is available for marking many objects in 
one step since objects like windows are frequently 
positioned in a grid. When the user has marked all objects 
on the façade, they can finish the step and the objects are 
added to the 3D model (see Figure 5). 

  
Figure 5. Marked windows with the grid function 
on transformed façade image. 

When the user marks more than four corners for the 
façade, the additional points are interpreted as roof points. 
The roof shape is then extruded along the length of the 
building to create the roof in the 3D model (see Figure 6).  

   
Figure 6. Different types of marked façade 
elements and pitched roof. 

With the process described above, the building model 
can be defined. Several tests have been carried out, with 
satisfactory results, as shown in Figures 5 and 6. The 
difference between the obtained data and the actually 
measured building sizes ranges between 20 and 40 cm, 
depending on the size of the building. The differences are 
tolerable because SK1.1 is supposed to be used at the first 
stages of the façade renovation project. The 
measurements at this stage are used only for an 
estimation. With this building model, the layout of the 
modules can be determined automatically, as described 
in the next step. 

3.2 SK1.2. Automated layout definition 
The main focus of the prefabricated facade module 

model is that it is parametric. This means that a library of 
solutions can be used for various facade typologies and 
adjust accordingly. In order to have more flexibility, 
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there are also criteria that the parameters must fulfill. 
These define the constraints of the model, such as: 

• floor height of the given building 
• window dimensions (if a window is present) 
• vertical distance of the window from the floor  
• solar panel dimensions  

The foundations of the developed FreeCAD model 
are a sketch and a spreadsheet. In the sketch an abstracted 
two-dimensional drawing defines and visualizes the 
placement and size of the elements of a module. The 
desired placement and size is controlled through 
adjustable parameters, which in FreeCAD are addressed 
as constraints. Most of these constraints are defined in the 
spreadsheet. The rest are referenced in the sketch. 
Constraints (such as the height of the window) are first 
accessed through the spreadsheet, where they are given a 
value, then referenced with an alias, and finally linked in 
the constraints of the sketch in the form of a formula. This 
way of linking the data offers a parametric workflow. For 
modifying the constraints, it is only necessary to change 
the value of that constraint in the spreadsheet, and the 
model will adjust accordingly.  

Regarding the solar panel’s dimensions, several panel 
sizes are selected for this project. Their dimensions are 
listed in the spreadsheet. From case to case the right size 
of the solar panel for the module needs to be chosen; 
afterwards its dimensions need to be selected as values 
for the constraints. 

The three-dimensional module model is comprised of 
several building elements belonging to the back frame 
and the panels on top. This is optimized for the later 
module assembly. 

 
Figure 7. Different types of marked façade 
elements and pitched roof. 

Currently the scenario in which the facade 
symmetrically admits modules which are all 
geometrically equivalent to each other is being developed. 
In this scenario the problem simplifies to placing a solar 
panel and accompanying registration area within just one 
module since this will be used to reconstruct the rest of 
the facade. Tackling more complex facades is a future 

task. 
It is necessary to abstract the facade, module, solar 

panel, registration, and window as 2D regions in the 
plane. Under this abstraction the placement of the solar 
panel and registration area is a packing problem with the 
additional goal of maximizing the area of placed solar 
panel.  

A module is represented as a rectangular region in the 
plane whose lower left vertex is at the origin as shown in 
Figure 8. The other features (the window, the solar panel, 
and the registration area) are rectangular regions 
subjected to the following constraints: 

• A feature must be contained within the module. 
• No two features may overlap. 
• The registration area and solar panel must maintain 

some proximity. 
• The registration area must be placed in a way that it 

can be reached by a neighboring module. 

The approach is a greedy method that finds the first 
feasible configuration for a given solar panel. To ensure 
maximal surface area the approach starts with the solar 
panel of maximal area, and then moves on to the solar 
panel of second maximal area, and so on until all possible 
solar panels have been exhausted. 

 
Figure 8. Automated maximization of the solar 
panels (red) and sub-division of the modules. 

The implementation of the approach is done using 
python (version 3.6.9) without any external libraries. The 
solution is found by the function  
find_optimal_placement which takes the following 
inputs: 

• the length, and height of the module 
• the local coordinates of the bottom left corner of the 

window, its length, and its height 
• a list of dimensions of potential solar panel 
• a list of dimensions of possible registration areas 
• a margin that specifies distance between features, 
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and distance features and the boundary of the 
module 

• a step size which controls how many configurations 
are tested. 

With the definition of the building module in SK1.1 
and module layout definition described in this SK 1.2, the 
information is determined with high tolerances (see 
Figure 9).  

 
Figure 9. Automated generation of the layout. 

The next section SK1.3 is based on the on-site 
accurate data acquisition of the building. 

3.3 SK1.3. Accurate measurement with 
targets 

In solution SK1.3, the so-called Matching Kit [20] is 
being redeveloped and improved. The Matching Kit 
consists of using the effectively measurement, markers, 
and using customized interfaces for adapting to existing 
buildings geometry. It has three main parts.  
Part1 consists of targets that are placed on the existing 
building and gives information not only on the location, 
but also on the inclination of the wall. The Part1s will be 
placed on the existing building according to the 
preliminary layout developed in SK1.2 with an accuracy 
of 20 mm.  

Part2 is located onto the prefabricated module 
depending on the location of Part1. In between both parts, 
an interface is placed which corrects the possible 
deviation of Part1 in regard to the planned position.  

 
Figure 10. Part1s (markers) and the prefabricated 
modules. 

The objective is to place and measure the markers in 
less than 8 hours for a low-rise building. In previous 
instances, Part1 was placed manually. In the project 
ENSNARE, a solution is being developed to place the 
Part1s by using drones, as shown in Figure 11. 

 
Figure 11. Placement of targets with drones. 

In order to obtain the exact locations and angles of the 
Part1s, AprilTag markers are used and these are 
measured with photogrammetry methods. The 3D 
coordinates of the targets are estimated by an algorithm, 
with which the location and direction of each Part1 are 
obtained. Our goal is to measure the exact position and 
angle of each marker, and the error of the marker should 
not exceed 1mm at a distance of about 10m away from 
the building. 

The following  shows the entire process: 

 
Figure 12. Scheme of the Part1s detection. 

Before the measurement, the calibration of the 
camera is required. Zhang’s calibration method [21] and 
Matlab’s Camera Calibrator application to calibrate the 
camera [22] were used. Firstly, several photos of a 10 by 
7 chessboard are taken by a digital camera from different 
angles. Then, those photos are imported into the 
calibrator, and after computing, the focal length, 
principal points, and distortion of the camera as a 
calibration matrix are determined. Next is the target 
localization. AprilTag is a visual targeting system that is 
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useful for various tasks, including augmented reality, 
robotics, and camera calibration. Targets can be created 
with a common printer, and the AprilTag detection 
algorithm calculates the precise 3D position, orientation, 
and identity of the tag relative to the camera [23]. The 
detection algorithm has following steps: the color photos 
with targets are converted to grayscale, then the noises is 
reduced by an adaptive low-pass Wiener filter [24]. To 
make sure that the images are not too bright or too dark, 
the contrast using histogram equalization is enhanced. 
After that, we use the Canny edge detection algorithm to 
get the edges [25], fit the resulting edges into several 
closed polygons, and filter out the unqualified polygons, 
leaving only the quads. The candidate quads are binary 
encoded and if they match successfully with the AprilTag 
library, their IDs and the pixel positions of the 4 corners 
can be output. 

Finally, we use PNP (perspective-n-point) method to 
solve the 3D position and orientation of each marker 
according to the 4 corners, marker size, and the camera 
calibration matrix. 

With the information obtained in SK1.3, the data 
from SK1.2 is adjusted to a more accurate building 
description and therefore, low tolerance manufacturing 
can be achieved as explained on the next section SK2. 

1.1 SK2: Automated CAM generation and 
Manufacturing 

Once the data is processed and the prefabricated 
modules are defined as described in SK1.2 and SK1.3, 
this information is transformed to the robotic workstation 
that is used for producing and assembling modules. The 
idea behind it is to adjust the robot’s path to the different 
geometry of each module.  

As explained before, the geometry of the 
prefabricated modules varies, all are different. For this 
reason, for each of the prefabricated modules, a specific 
file layout information is used to define the coordinates 
of picking and placing of the robot. 

First, for the CAM generation, a workbench named 
viz. ENSNARE_CAD_CAM was created. In this 
workbench, properties (placement and center of mass) of 
individual profiles of an entire module can be transported 
as a single json file.  

The FreeCAD simulation window is shown in Figure 
13 when some of the profiles of the module have been 
selected. 

 
Figure 13. FreeCAD simulation. 

Then, a Robot Operating System (ROS [26]) 
workspace was created which serves the purpose of 
providing the sequence of assembly of the profiles and 
the placement of individual profiles.  

The process of retrieving the assembly is an 
automated process, which involves applying a simple 
nearest neighbor algorithm to select the next profile to be 
assembled. Once the sequence in which the profiles need 
to assembled is known from the previous service, the 
placement, i.e. the position, orientation and the center of 
mass of individual profiles is obtained through this 
service.  

 
Figure 14. CAD-CAM synchronization scheme. 

The robotic system mainly consists of a robotic arm 
(Universal Robot UR10e [27]) and a linear axis system. 
The base of the robotic arm is attached to the linear axis 
system which extends the reachability of the robotic arm. 
The linear axis system uses a stepper motor in 
combination with a gearbox to have enough torque to 
move the manipulator.  
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Figure 15. ROS simulation. 

A Beckhoff PLC (Programmable Logic Controller) 
[28] is connected to the motor and offers an integrated 
position controller. Additionally, some sensors are used 
to define the limits of the linear axis. The  below shows 
the configuration of the system. 

The trajectory of the robotic arm and the pick and 
place operations are planned and executed by the motion 
planner MoveIt in ROS, which also includes collision 
checking. While the control of the manipulator is 
achieved by MoveIt, the motor in the rail system is 
controlled with a Beckhoff PLC. To synchronize the 
motion of both parts, a communication interface is 
created, where motion commands can be sent from a 
ROS node to the PLC machine, and the feedback position 
of the motor can be fetched from the PLC for a more 
accurate planning in MoveIt. The following Figure 16 
shows the control scheme of the system. 

 
Figure 16. Control system of the robotic 
workstation 

4 Conclusion 
In this paper, a set of solutions for the automation of 

the façade renovation process have been explained. The 
solutions described in this paper are being developed 
currently. However, SK1.1 is almost finished and the 
building model can be generated by using online tools. 
This is a remarkable advance regarding building 
renovation with prefabricated models. The rest of the 
SKs, such as the robotic workstation in SK2 in Figure 17 
still need more development and experimentations. 

Moreover, the research gaps defined in [18] still need 
further revision and update.  

 
Figure 17. Robotic workstation. 

However, it must be remarked that if the solutions are 
developed as planned, close to market technology will be 
ready. 
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Abstract -
Construction and Demolition Waste (CDW) is one of the

major waste streams in the EU by mass, accounting for
374 million tons in 2016 (excluding excavated soil), and is
made up of a variety of components. Many of them can
include dangerous materials and pose specific concerns to
the environment and human occupants if not separated at
source, but they also have a high resource value and great
potential for recycling and reuse if extracted through a more
controlled deconstruction process. Current deconstruction
methods are ineffective in terms of being minimally invasive
(air and noise pollution, destruction from tremors of explo-
sions or abrupt demolition using explosives), safe or efficient.
Furthermore, conventional methodologies fail to integrate
modern technology (robots, remote sensing, and so on) in
a systematic manner. This research work explores the short-
comings and strengths of previous approaches and provides
conceptual approaches for robot-assisted deconstruction us-
ing the example of concrete walls.

Keywords -
robot-assisted deconstruction, construction robots,

reusing construction material, automated deconstruction

1 Introduction

Construction and demolition waste (CDW) is one of
the most voluminous waste streams generated in the EU.
About 30% of all waste comes from construction and de-
molition (CD) [1]. By 2030, over two-thirds of all in-use
material stock in the building sector will be 50 years old
[2]. In the following decade, they will reach the end of
their lives. The end-of-life product chain must be im-
proved to guarantee that these materials may be used as
secondary resources in another cycle. However, the per-
formance of the proposed approach is limited in terms of
working cubic meters per hour compared to the conven-
tional methods.

Currently, despite the enormous share of CDW in the
global waste stream, in some countries, the disposal rates
of the mineral wastes amount up to over 90%, indicating
a significant upside potential for recycling and reuse of

these high-valued materials. Moreover, as depicted in Fig.
1, most of the CDW consists of valuable metal and min-
eral waste (concrete and ceramics). So far, the demand for
high manual labor has restricted the recycling and reusing
option.

Building deconstruction and demolition are two sepa-
rate processes: While demolition is the science and en-
gineering of breaking down structures safely and quickly,
deconstruction is the process of dismantling a structure
while keeping elements and materials for reuse. The
building elements are shredded into little bits by large de-
molition equipment in the conventional demolition pro-
cess. The deconstruction process for material reuse is
more careful and time-consuming: The removal of haz-
ardous materials has to be ensured comprehensively for
their later utilization. Furthermore, to optimize the possi-
bility for reuse, the concrete blocks cannot be shredded in
a rough and quick manner but must be cut precisely and
without damage.

Teleoperated hydraulic devices with various attach-
ments are often utilized on building sites. They have a
large number of applications, are mobile, and have a quick
turnaround time. Material modification, however, is not
feasible owing to the lack of local precision. Furthermore,
substances hazardous, such as asbestos, are released dur-
ing demolition, implying a significant health danger to
employees. Consequently, only a few current deconstruc-
tion techniques address the reuse option, even though sev-
eral research studies have previously found the potential
for reuse of building components.

In line with these problems, this work investigates the
possible advance in the current material chain by increas-
ing the reusing rate of construction components via semi-
automated processes with deconstruction robots. Ad-
vanced and proven robotic technology will be used to en-
able the accurate and automated cutting process of com-
ponents. For this purpose, existing demolition machines
will be adapted contrary to common methods where com-
pletely new robot systems are developed from scratch.
In this way, proven robotic technology will be integrated
more easily into reliable construction machines so that de-
construction tasks can be semi-automated with fewer ef-

422

mailto:e.lee@ip.rwth-aachen.de
mailto:e.heuer@ip.rwth-aachen.de
mailto:e.brell-cokcan@ip.rwth-aachen.de


39th International Symposium on Automation and Robotics in Construction (ISARC 2022)

forts and risks.

2 State of the art
2.1 Demands for robotically controlled deconstruc-

tion

The changes in social and environmental requirements
necessitate efficient appraisal of existing buildings’ poten-
tial for refurbishment, environmental risk, and recycling.
While current research into sustainable construction con-
siders deconstruction a critical design factor, the most sig-
nificant part of existing buildings was not optimized for
this life-cycle stage. Demolition waste accounts for al-
most 30% of all waste produced in the EU and consists of
numerous materials, including concrete, bricks, gypsum,
wood, glass, metals, plastic, solvents, asbestos, and exca-
vated soil, many of which can be recycled. Despite the in-
trinsic material value, the potential for material harvest is
not fully exploited (recycling and recovery vary between
10% and 90% across the EU [3]). Moreover, deconstruc-
tion of old building materials often comes with significant
health risks for construction workers. Current strategies
are struggling to handle dust and hazardous materials in
an affordable manner that sufficiently protects the work-
ers involved. This adds to the rising issue of the construc-
tion industry as an unattractive employer with low worker
retention.

Especially in marginal, low participation areas, the
housing sector’s degrowth of 3.8% is expected until 2030.
Up to 2030, there will be a vacancy rate of 1.5 million
buildings. In recent years 370.000 buildings in the east of
Germany were demolished, as they were not used. Since
2001 the German government is actively supporting the
program called “Program Städtebau” to demolish these
buildings. However, as the areas suffer from the low par-
ticipation rate, the question of how to execute the planned
construction efforts remains unanswered.

On the other hand, the big European cities suffer from
the degradation of construction efforts. As European
Union statistics show six million people, or 5% of EU
population, suffer from severe housing deprivation [4].
The issue of repurposing is also becoming increasingly
important, as new regulations for environmental pollution
(noise, dust, waste, and so on) in these big cities are being
introduced.

2.2 Concrete Walls

Every year, approximately 55.5 million tonnes of valu-
able mineral wastes (i.e., bricks,sand-lime bricks, porous
and concrete) are generated from construction industry.
Here, concrete plays a vital role, as around 42% of used
materials in the construction industry is made of concrete.
At the same time, approximately 12 million tonnes of con-

Figure 1. Used material resources in the construc-
tion industry [5]

crete waste are generated every year. Although most of
the concrete wastes are recycled in the highway construc-
tion and paving, a significant amount of resources are con-
sumed for the down- and upcycling.

2.3 Deconstruction of Concrete Walls

The following section describes the different methods
currently used in deconstruction and renovation. Only
those technologies are considered that are suitable for
non-destructive dismantling or reuse. Here, experimen-
tal methods, which are still under development but have
importance for future processes, are distinguished from
conventional methods commonly employed on the mar-
ket.

2.3.1 Conventional Deconstruction Methods of Con-
crete Walls

In Fig. 2, the conventional deconstruction machines
for cutting construction materials are listed, which are al-
ready finding broad applications.

The summary in Fig. 2 clearly shows the limitation of
the existing deconstruction methods: despite the contin-
uous developments in hardware components, the level of
autonomy has been stagnant, as most of the operations
still have to be manually done.

2.3.2 Automated Deconstruction of Concrete Walls

First attempts in the 1970’s from Japan, ranging from
asbestos removal processes from surfaces to a cutting ma-
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Figure 2. Summary of conventionally available deconstruction machinery

chine using a water jet, demonstrate that there is a great
economic and ecological potential for robotic use in de-
construction to raise the recycling rates and employ new
concepts of building component reuse and material har-
vest instead of total demolition and disposal as waste [6].
However, introducing the first robotics system on the de-
construction site resulted in several issues, some coming
from the primitive human-machine-interface (HMI) and
highly specified custom designs of the developed systems.
To address this issue, researchers investigated the poten-
tial of the industrial robot-aided deconstruction approach
[7, 8] and also the impact of a new HMI method, for in-
stance based on a laser designation.

However, industrial robots typically suffer from a low
payload/weight ratio. Also, they are mostly designed for
indoor environments limiting the usage of processes with
industrial robots on construction sites. Here, the sky fac-
tory approach was introduced to ease the integration of in-
dustrial robots by changing the working environment into
a factory-like setting [10], which, however, can be applied
only to a limited extent on a construction site due to its
high cost and complexity.

The idea of automating the deconstruction process with
new emerging technology has drawn the attention of many
researchers. Recently, the researchers developed a se-
lective deconstruction method based on electrodes gener-
ating electro-pulses for removing and cutting concretes,
which mainly aims at the mining industry [11]. How-

ever, the additional safety issues and scalability still re-
main open.

3 Robot-Assisted Deconstruction Approach
This study introduces an alternate deconstruction strat-

egy that attempts to offer an example of a practical so-
lution for the controlled deconstruction of concrete walls
which is developed at the conceptual level in this work.

This work aims to develop a robot-assisted deconstruc-
tion process, which minimizes human risks and maxi-
mizes efficiency and accuracy by utilizing robot technol-
ogy. To achieve this goal, three main subsystems are to be
considered:

Subsystem 1: Robotic system for cutting tasks. In
order to increase the level of task automation, the
corresponding level of machine autonomy is first
considered. Here, the development goal is that the
robotic system perceives the environment, considers
its hardware capability, and considers the input from
the human operator (i.e., the desired geometry of the
cut element) to generate the appropriate motions au-
tomatically.

Subsystem 2: Vision System. As the overall goal
is to minimize human risks and automate the de-
construction process, the information from the en-
vironment has to be collected and transferred to the
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Figure 3. The overall vision of this work is to maximize the reuse potential by increasing the level of autonomy
in deconstruction tasks.

robotic system. By collecting the visual feedback
from the remote working place, one can improve the
telepresence of the operators and avoid the scenarios
where the operators have to be present on the con-
struction sites.

Subsystem 3: Robotic system for stabilizing the cut-
ting process and holding the cut elements. While the
first robotic system is responsible for automatic cut-
ting, this other robot supports the first robot so that
the element that is being cut does not swing back and
forth and collides with the environment during and
after the cutting process.

3.1 Deconstruction Robot

The first subsystem focuses on the automated, exact
cutting of concrete walls, which is one of main difficulties
connected to controlled deconstrucion. Currently, tele-
operated hydraulic machines are commonly used for this
task. However, the operation is difficult even for experi-
enced operators since many joints of the machine must be
manipulated simultanesouly with joysticks.

In this work, we aim to increase the autonomy level
of an existing teleoperated hydraulic deconstruction ma-
chine rather than developing a new deconstruction robot
from the scratch, as it offers various benefits:

1. Deconstruction of concrete walls is a heavy-payload
process. The machinery used for the process must be

very dependable, durable, and resistant to force. Hy-
draulic machines are a better fit in this situation than
electric machines, such as industrial robots, which
have a limited payload and are generally error-prone
in outside conditions (dirt, humidity, etc.).

2. The robustness of the selected hydraulic machine has
been proven in different disaster places [12]. The
system can drive on non-flat or soft ground and can
perform different tasks by changing the end-effector.

3. The commands for the control system and the actu-
ators are already interacting using electrical signals
since the system is teleoperated. The whole system
does not need to be electrified in order to increase the
level of autonomy.

The deconstruction machine’s precise motion control is
critical as it determines whether the deconstructed mate-
rial can be directly reused without losing its intrinsic value
or has to be recycled through down- and upcycling. In our
previous work [13], we investigated the possibility of con-
verting the teleoperated hydraulic machine BROKK 170
into a programable robot that can be controlled by a mo-
tion controller implemented on an onboard computer. As
most teleoperated hydraulic machines just like BROKK
170 are not equipped with any motion sensors that can es-
timate the disparity between actual and commanded mo-
tion. Thus, motion sensors such encoders were added to
the machine. Then, a communication link between an on-
board computer and the machine was built by analyzing
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Figure 4. Snapshots of the BROKK 170 tracking a trajectory in the TCP-level. The grey tool can be interactively
positioned and rotated by the operator defining the desired tool pose. According to the desired tool pose, a TCP
trajectory and the corresponding joint trajectories (upper row) are generated. The joint trajectories’ joint angle
changes are then converted into the PWM signals to move each actuator along the desired joint trajectory (lower
row).

the communication between the original input device and
the machine. Based on this result, a general CLIK tech-
nique was used to convert the desired motion descriptors
represented in task space to corresponding joint motions.
The joint motions were then converted to CAN bus mes-
sages, which generated the corresponding PWM signals
for the valve system. Instead of controlling each axis in-
dependently with the joystick, the suggested technique al-
lowed the teleoperated machine to be programmed in task
space. In the previous work, the resulting accuracy was
2 cm for the position and 0.015 rad for a point-to-point
movement. Due to the nonlinearities in the hydraulic sys-
tem, the error in Root Mean Square Error(RMSE) while
tracking TCP path was relatively larger with 6 cm in the
TCP space.

The current system setup interacts with the operator us-
ing an interactive tool, as the snapshots of Fig. 4 visual-
izes. The operator defines the higher-level command, i.e.,
desired tool pose at the task level. The corresponding joint
trajectories are generated using the Robot Operating Sys-
tem (ROS) environment [14] and the related motion plan-
ning framework, MoveIt! [15] to generate a collision-free
motion by fulfilling the pre-defined requirements such as
the step size and the goal time. To allow the command
from the operator, as depicted in Fig. 4, the operator has
to be aware of the local circumstances of the remote envi-
ronment, i.e., the geometry of the target object. Here, we
deploy another robotic platform capable of providing the
visual feedback of the remote workplace from different
viewpoints according to the operator’s input.

3.2 Vision System

Typical control stations incorporate numerous 2D cam-
era views from various viewpoints to boost telepresence
by presenting the gathered sensory data to a remote loca-

tion. Such techniques, on the other hand, have been found
to be troublesome in terms of the operator’s fragmented
attention and overloaded network.

This work uses a mobile robot with a depth camera to
capture the remote working scene in a 3D point cloud and
transmit it to the operator and the robot. Especially, the
3D visualizing technique has shown its effectiveness in
improving the telepresence and operator’s manipulation
capabilities in different works [16] [17]. The geometri-
cal information collected in 3D will be used together with
normal 2D camera images to increase the operator’s telep-
resence and maximize the understanding within remote
environments.

The mobile robot used in this work is based on a com-
mercially available platform from Innok Robotics. It is
further equipped with a 3D depth camera to provide 3D
visual feedback from an arbitrary viewpoint of the remote
workplace. Additionally, it is equipped with different sen-
sors such as an inertial measurement unit (IMU) Xsens
MTi-30-2A8G4 and a 2D laser scanner Sick micro Scan 3
which will be utilized for localization tasks on construc-
tion sites.

3.3 Supporting System

The cutting process has to be stabilized by an additional
system. The concrete walls often weigh up to multiple
tons and are often up to several meters long. When the
cutting process is halfway done and the cut element is
partially dissolved from the wall, there is the risk that the
element can fall down on the robots or the ground. To pre-
vent this risk, we utilize a supporting system that consists
of two different machines with distinct purposes:

• Additional hydrualic robot: Additional robot will
be mainly used on the other side of the cut element
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Figure 5. Conceptual visualization of the planned
usecase: Top-down deconstruction approach with
tower crane

to prevent the swing that might be generated when
the element is dissolved from the wall. Thus, it is
essential to estimate the forces applied by the first
deconstruction robot to compensate them. Here, the
communication between these multiple systems will
be enabled in the ROS environment.

• Tower crane: In this case, the crane is used to com-
pensate for the heavyweight of the cut element dur-
ing the process and carries it to the temporary storage
point after cutting is finished.

4 Demonstrator

The major goal of this project is to enable roboti-
cally controlled deconstruction, which will maximize the
reusability of building materials. The envisaged demon-
strator involves the following steps: (i) 3D point cloud
methods for visualizing the remote scene to the operator
and extracting useful visual features to support for deci-
sion making, (ii) Adaptive robotic path planning consid-
ering the local information such as the geometry of the
concrete wall and the input from the human operator, (iii)
Development of suitable end-effectors for cutting the con-
crete walls into directly reusable pieces.

Here, the experimental setup will be installed on the
reference construction site on Aachen Campus West. The
robotic system described in the previous sections will be
evaluated within the scope of the scenario (see Fig. 5).

4.1 Top-down deconstruction approach with tower
crane

The test scenario will demonstrate how the envisioned
robotic technologies can be applied to the adaptive reuse
of concrete walls. The top of the structure is presumed to
have been removed at this point, as visualized in Fig. 5.

First, the demolished wall structure will be captured in
3D, and the acquired data will be communicated to the
operator over the on-site wireless network. The decon-
struction and support robots will then be teleoperated and
placed in front of the wall. It’s worth mentioning that the
robot’s autonomous driving isn’t covered in this research.
The ideal position for the robot to reach and handle the
wall will be determined and shown to the operator based
on the acquired geometric information of the wall. The
operator defines the required geometry for the cut element
after the robots are in place. An adaptive tool-path trajec-
tory is developed based on this input and the gathered 3D
knowledge about the wall structure. The deconstruction
robot’s low-level controller then accurately executes the
generated trajectory. The tower crane is mostly utilized
in this scenario to stabilize and transport the cut part to a
temporary storage location.

4.2 System requirement for the selected application
area

This section briefly describes the necessary system re-
quirement that the envisaged robotic system described in
the previous section has to fulfill. Although our previ-
ous research [13] about the deconstruction robot is rather
primitive and leaves further questions, for instance, in
terms of accuracy, the technical findings are used in this
section to build the bottom line of the development direc-
tion.

4.2.1 Reuse of concrete elements

The potential of reusing construction components has
been intensively analyzed in the project Superlokal in
Kerkrade [18]. Four high-rise concrete buildings located
in Kerkrade were deconstructed, renovated, recycled and
reused as experimental attempts to analyze the potentials
of the materials from the old housing. One of the subpro-
ject was aimed at the reuse of the harvested material into
a new building. The concrete blocks as main body, the
concrete staircase, the kitchen core, the paving material,
the wood doors and windows, the aluminium handrails
and so on were all reused without post-processing and
have made up to 95% of the overall building materials.
Especially, the idea of reusing mineral materials such as
concrete which makes up to 80% of the total CDW waste
stream has the potential to dramatically contribute to the
sustainability in the construction industry.

427



39th International Symposium on Automation and Robotics in Construction (ISARC 2022)

Table 1. Indicators for the performance assessment

Indicator
Automated cutting process Improvement of the accuracy of the cutting tasks

Reduces the time required for the cutting tasks
Reduces the number of human workers working on-site for the cutting tasks
Workers feel more safer during the cutting tasks

Cost Additional costs for extra machines/ hardware
Reduced time/costs
Increased work productivity

Sustainability Savings of the grey energy
Material savings/ increased resource reuse rate

Table 2. Evaluation of the tracking in the TCP-level

PTP
Movement

TCP-Trajectory
Tracking

Current RMSE 2 cm 6 cm

Goal RMSE
(DIN 18202)

1.2 cm 1.2 cm

However, the manual process of measurement, posi-
tioning, machines operation and removal of toxic sub-
stances has increased the required efforts and the com-
plexity to the project. As a result, the need for automated
technology to compensate for inefficiency and safety is-
sues throughout the deconstruction process has been es-
tablished.

Certain technical tolerances, such as cut precision, must
be ensured during the automated deconstruction process
to maximize the reuse potential of cut elements. Here, we
refer to the regulations of DIN 18202 [19], which describe
permissible tolerances for the manufacture of components
and the execution of structures in building construction:
For a structural component, i.e., a wall with a length of 3
m, the deviation must not exceed 12mm.

As stated in Sec. 3.1 and summarized in Table 2,
the current error in PTP-movement and tracking TCP-
trajectory lies in 2 cm and 6 cm, respectively, whereas the
allowed deviation in material processing lies in 12 mm.
Thus, the first step to deploying the planned deconstruc-
tion robotic system in the actual process is the precise mo-
tion control of the hydraulic manipulator. However, as the
nonlinearities in the hydraulic system greatly affect the
high-precision control, further research is required in this
direction.

4.3 Usecase Assessment

The increase of reusable concrete material due to au-
tomated deconstruction controlled cutting process will be
assessed and compared to regular procedures. Primarily,
the demonstrator will be evaluated by the following indi-
cator categories: (i) Automated cutting process, (ii) Cost,
and (iii) Sustainability.

As the primary goal of this work lies in improving
the autonomy level of the cutting task, the new robot-
ically controlled deconstruction approach will be com-
pared with the existing deconstruction/demolition ap-
proaches to demonstrate the improved accuracy, signif-
icant reduction energy, and human resources consumed
for cutting tasks. Besides improving cutting tasks, pro-
ductivity and worker safety on-site will also be evaluated
as one of the major constraints for automated deconstruc-
tion is usually the cost. The financial aspect, i.e., the
economic viability of this new robotic approach, will be
investigated. Finally, the ecological viability, increased
reuse potential, corresponding material savings, and re-
lated grey energy will be investigated.
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6 Conclusion
Automated deconstruction will remain the main re-

search topic in the following decades due to the con-
stantly rising demand for sustainability and the perma-
nent shortage of skilled workers. In line with this issue,
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this work investigated the current limitation of existing
methods and identified the lack of automated solutions
for deconstructing concretes. Given this result, this work
presented a conceptual approach with different subsys-
tems for the robot-assisted on-site deconstruction process.
Next, the challenges that might arise from deploying and
using the robotic systems on the construction sites and the
corresponding demonstrator for further investigation were
jointly analyzed and introduced. Finally, possible assess-
ments to effectively evaluate the planned demonstrators
were defined.
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Abstract –  

Work-related musculoskeletal disorders continue 
to be a severe problem in the construction industry. 
Rebar workers are exposed to ergonomic risks such 
as repetitive stooping and forward bending resulting 
in low back injuries. Wearable systems such as back 
support exoskeletons are emerging as potential 
solution to reducing the risk of low back injuries. User 
acceptance of exoskeletons is necessary to facilitate 
adoption of the technology in the construction 
industry. Exoskeletons could have unintended 
consequences such as discomfort and interference 
with work. This paper presents an assessment of a 
commercially available back-support exoskeleton for 
rebar work in terms of usability and perceived 
discomfort. Ten student participants performed 
rebar tasks with and without the back-support 
exoskeleton. Participants completed usability (ease of 
use, learning, and comfort) and level of perceived 
discomfort questionnaires after the task. Findings 
indicate that the back-support exoskeleton is easy to 
learn and use but reduced the participant’s comfort. 
Although, the exoskeleton triggered increased 
discomfort, there was a reduction in the level of 
perceived discomfort at the lower back and lower leg. 
This study contributes to existing discourse on the 
influence of perceived usability and level of 
discomfort when using exoskeleton on user 
acceptance.  

 
Keywords – 

Wearable robot; Rebar work; Usability; 
Discomfort   

1 Introduction 
Work-related musculoskeletal disorders have 

emerged as one of the top causes of non-fatal 
occupational injuries, as well as a critical health and 
safety factor in the U.S. construction industry [1]. Work-
related musculoskeletal disorders (WMSDs) is a severe 
and widespread problem in the construction industry, 
with an incidence rate of 1.7 times the overall industry 

average [2]. A variety of construction operations involve 
a high level of physical exertion of the body. Most 
WMSD injuries are caused by overexertion efforts, 
including repetitive physical motion, excessive force, and 
unusual postures [3]. Moreover, construction tasks often 
require extended standing, bending, and stooping 
postures, which directly impose varying stresses on the 
worker's musculoskeletal system [4] and have been 
identified as some of the primary triggers of WMSDs [5]. 

The number of cases of WMSD-related injuries 
among reinforcing iron and rebar workers have 
alarmingly risen by a staggering 400% in the last two 
years [6]. This might be considerably higher, given that 
research estimates that approximately one-fourth (27%) 
of construction injury cases go unreported due to lack of 
proper reporting [7]. Compared to other occupations, 
construction employees who undertake rebar-related 
tasks are more likely to be subjected to stressful and 
physically demanding work conditions [8]. Rebar work 
typically entails placing and tying rebars prior to concrete 
pouring. These tasks are typically performed by 
assuming non-neutral trunk postures for extended 
periods [9]. Rebar workers spend approximately 40- 48% 
in the forward trunk bending position [10], exposing 
them to a heightened risk of low-back disorders 
compared with other construction trades[11]. One of the 
implications of back disorder is increased absenteeism 
amongst workers and in severe cases, premature 
disability [12]. Furthermore, construction project 
profitability can be significantly hampered as a result of 
WMSDs. WMSDs can also lead to a surge in early 
retirement [13] resulting in labour shortage in the 
industry. In addition to the direct expenses of WMSDs, 
organizations may also incur various indirect 
expenditures (e.g., absent wage, cost of lost time, and 
reduced productivity) [12]. 

In recent years, wearable robots or exoskeletons are 
increasingly being explored as a potential solution to  
WMSDs in the construction industry [14]. An 
exoskeleton is a wearable device that can augment a 
wearer’s physical abilities, thereby reducing the load and 
risk of WMSDs on the supported body part [15]. Among 
the types of exoskeletons (i.e., active and passive 
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exoskeletons), passive back-support exoskeletons are 
increasingly attracting industry interest because they are 
cheaper and lighter than active exoskeletons and do not 
require external power source [5]. 

Commercially available exoskeletons are designed 
for rehabilitation purposes, where the technologies are 
intended to support disabled people. Some exoskeletons 
have also been developed for healthcare and military 
applications. Given the benefits of reduced muscular 
activity and improved productivity experienced from the 
use of exoskeletons in these industry sectors[16], it is 
important to explore the applicability of exoskeletons in 
construction.  

To support the uptake of exoskeletons in the 
construction industry, it is important to investigate its 
usability for construction work. Usability is a key 
intervention concept that can be used to decide whether a 
technological solution can be successful in the workplace. 
However, there are scarce studies exploring the usability 
of exoskeletons for trade-specific applications in 
construction. The integration of passive back-support 
exoskeleton could introduce unintended consequences, 
such as deviated working posture and discomfort [17]. 
Since construction tasks may have different 
physiological exposures, it is also crucial to understand 
the level of discomfort from the use exoskeletons. End-
users (such as rebar workers) will be reluctant to utilize 
the technology if it lacks acceptable usability or if there 
is an elevated level of discomfort, leading to a 
counterproductive intervention.  

Therefore, the objective of this study is to assess the 
usability and level of discomfort of a passive back-
support exoskeleton for rebar work. 

2 Background 
Studies have showcased the potential of passive back-

support exoskeletons to reduce physical demands on the 
back [1]. Laevo, BackX, FLx ErgoSkeleton and 
SPEXOR are some of the passive back-support 
exoskeletons being explored in different industry sectors 
such as healthcare and automobile industries. The 
adoption of the exoskeletons depends on user acceptance 
of the device.  

Researchers have conducted usability studies to 
assess user acceptance by employing structured 
questionnaires addressing ease of use, donning and 
doffing, comfort and perceived discomfort [3]. FLx 
ErgoSkeleton was assessed for patient transfer tasks 
wherein participants showcased a good level (76.2/100) 
of usability [5]. Another study tested SPEXOR for twelve 
different functional tasks where participants reported a 
reduced low back discomfort [5].  

Of all these exoskeletons, Laevo was identified as one 
of the most promising back support devices due to its 

ability to allow axial rotation of the upper body [7]. 
Usability studies on Laevo showcased moderate to good 
levels of user acceptance and reduced discomfort. For 
example, participants identified lower discomfort at the 
waist and moderate usability during material handling 
task, while using Laevo compared to the BackX 
exoskeleton [2]. Lee, Yang [3] explored Laevo for 
industrial and functional tasks and reported a good level 
of usability (75.4/100). Ogunseiju, Gonsalves [5] 
evaluated Laevo for flooring tasks and identified 
reduction in perceived discomfort of the back (28%). 
Alemi, Madinei [18] reported moderate level of usability 
for Laevo during repetitive lifting tasks. The tasks 
performed in above studies involved forward bending 
and twisting actions which are similar risks that rebar 
workers are exposed to during placing and tying tasks. 
Thus, one can envision similar exoskeleton being useful 
for rebar tasks. Despite the high occurrences of WMSDs 
amongst rebar workers, scarce studies have explored the 
suitability of back support exoskeleton for rebar work. 
Thus, this study evaluates a commercially available 
passive back support exoskeleton for the rebar work in 
terms of usability and perceived discomfort.  

3 Methodology 
This section presents the approach employed in this 

study (Figure 1), including an overview of the back-
support exoskeleton, participants involved, simulated 
rebar task, study design, and data collection and analysis. 

 
Figure 1. Overview of the methodology 

3.1 Participants 
The study employed a convenience sample size of 10 

male student participants. The subjects signed the 
informed consent form approved by the Institutional 
Review Board at Virginia Tech prior to commencing the 
experiment. None of the participants reported any 
musculoskeletal injuries affecting their ability to perform 
physical tasks. The mean and standard deviation of the 
demographics of the participants was:  age = 23yrs ± 1.99, 
weight = 155.70 lbs. ± 22.51 and height = 173.40 cm ± 
4.97.    
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3.2 Exoskeleton 
A commercially available passive back-support 

exoskeleton called Laevo V2.56 was employed in this 
study which weighs 2.8 kgs. Laevo is a rigid wearable 
device which is designed to provide support to users’ 
back muscles while they perform forward bending tasks. 
The exoskeleton (shown in Figure 2) consists of a chest 
pad, thigh pads, adjustable hip pad, metal torso, smart 
joint and comes with three torso sizes (i.e., small, 
medium and large) to fit different body types. Once 
switched on, the energy-storing spring system in the 
smart joint is activated and generates the torque, which 
provides support to workers when they assume stooping 
postures through the chest pad, thereby relieving stress 
from the back muscle and transferring the load to the legs 
via the thigh pad.  

 
Figure 2. Laevo exoskeleton 

3.3 Experimental Task  
The participants of the study performed rebar task 

(Figure 3) consisting of placing and tying subtasks which 
were simulated using metal bars in the form of 
prefabricated gates. Each participant performed a total of 
four cycles for each experimental condition (i.e., with 
and without the exoskeleton). The subjects placed the 
prefabricated gates, comprising of #11 bars at 2” centre 
to centre in both directions, on the floor and used a plier 
to tie six of the joints with pre-cut ties. Combination of 
placing and tying subtasks was considered as one cycle. 

3.4 Study Design  
The participants signed the informed consent form 

after which they were introduced to the rebar task. The 
participants were allocated 20 minutes to practice the 
rebar task until they were comfortable. Thereafter, the 
participants performed the rebar tasks without the 
exoskeleton. Following that, the students were allowed to 

rest for 15 mins. to avoid fatigue and were asked to 
complete a level of perceived discomfort questionnaire 
(section 3.5). Subsequently, the functioning of the 
exoskeleton was explained to the subjects. Once they 
were confident with the exoskeleton, the participants 
were asked to don the exoskeleton during which they 
were timed. Afterwards, the students performed the rebar 
task with the exoskeleton. After completing the task, the 
participants were timed while doffing the exoskeleton. 
After both experimental conditions (with and without 
exoskeleton) were completed, the participants were 
asked to fill the usability and level of perceived 
discomfort questionnaire (section 3.5).  

 
Figure 3. Participant performing rebar task 

3.5 Data Collection and Analysis   
The usability and level of perceived (LOD) were 

measured using structured questionnaires. The 
questionnaire, designed for assessing the usability of 
back-support exoskeleton, consisted of 16 questions 
addressing three criteria (i.e., ease of use, ease of learning 
and comfort). The ease of use the responses from the 
participants were recorded using a 5-point Likert’s scale 
(varying from 1- Strongly Disagree to 5 - Strongly 
Agree). The LOD questionnaire presented the 
participants with eight different body parts (i.e., 
hand/wrist, upper arm, shoulder, lower back, thigh, lower 
leg, neck and chest). Using the Borg CR 10 scale, varying 
from 0 - ‘Nothing at all’ to 10 - ‘Maximal’, the 
participants provided the level of discomfort experienced 
at each body part.  

The usability data, and donning and doffing timings 
were analysed using descriptive statistics such as mean 
and standard deviation. Two-way Analysis of Variance 
(ANOVA) was used to analyse the collected LOD data. 
The dependent variable was the participants’ ratings 
whereas the body parts and experimental conditions were 
the independent variables. Separate bar charts were 
plotted for the results of the usability and LOD to 
understand the trends of the data.   
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4 Results  

4.1 Usability 
The usability questionnaire covered three aspects 

which included, ease of use (Figure 4), ease of learning 
(Figure 6) and comfort (Figure 7) of the exoskeleton. 
Furthermore, the durations of the donning and doffing 
were recorded for each participant (Figure 5).   

4.2 Ease of Use  
The participants provided an average rating of 

moderate to high (3.5 ± 0.29) for the overall ease of use 
of the exoskeleton. The average time registered by the 
participants to don and doff the Laevo was less than a 
minute (Figure 4) whereas moderate to high rating (3.7 
±0.30) for donning and doffing the exoskeleton was 
recorded. When asked about ‘ease of adjustment’, the 
participants provided an above average rating of 
3.8±1.17. The ability of the exoskeleton to help the 
participants in task accomplishment, as well as meeting 
user requirements received moderate rating. The 
participants' preference to use the Laevo for rebar tasks 
received the lowest rating of 3.1 ± 1.04 whereas the 
participants' ability to use the exoskeleton without 
assistance attracted the highest rating of 3.9 ± 1.22.   

 

 
Figure 4. Ease of use  

 
Figure 5. Donning and Doffing  

 

4.3 Ease of Learning  
The ease of learning questionnaire included one 

negative question (i.e., on prior knowledge - Figure 6) 
and five positive questions. A low rating of 1.8 ± 1.17 for 
a negative question suggests that the participants did not 
require any previous knowledge to effectively learn the 
exoskeleton’s functioning. Overall, for the positive 
questions, the subjects provided a high rating of 4.2 ± 
0.21 suggesting good ease of learning. When asked 
whether the participants' could assemble, adjust and 
check the fit, a high rating was recorded. The ability of 
the participants to remember the procedure was high as 
well (4.3 ± 1.01). Similar to ease of use, the highest rating 
(4.5 ± 0.69) was recorded for the participants' ability to 
use the exoskeleton without assistance.  

 
Figure 6. Ease of learning  

4.4 Comfort  
The participants were asked whether the exoskeleton 

restricted their movement (2.6 ± 1.43) as well as if the 
exoskeleton interfered with the work environment (2.2 ± 
0.87). Both negative questions received a low to 
moderate rating, inferring that the exoskeleton posed 
minimal interference with the rebar task. The participants’ 
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satisfaction with the exoskeleton for rebar tasks received 
a moderate rating (3.2 ± 1.32).  

 

 
Figure 7. Comfort  

4.5 Overall Usability  
The overall usability included positive and negative 

questions. The rating for positive questions (Figure 8) 
was highest for ease of learning (4.2 ± 0.21), followed by 
ease of use (3.5 ± 0.29), and comfort (3.2 ± 1.32). Overall, 
moderate to high rating was registered across all the three 
positive questions.  The negative questions (Figure 9) 
received a low to moderate rating. The higher rating for 
positive questions and lower ratings for negative 
questions suggest good usability of the exoskeleton for 
rebar work.  

 

 
Figure 8. Overall rating for positive questions 

 

 
Figure 9. Overall rating for negative questions 

 

4.6 Level of Perceived Discomfort  
Table 1 presents the summary of the ANOVA (Mean, 

F-Value, P-Value, and effect sizes (η2)) performed 
across the different body parts and exoskeleton 
conditions (see table 1). P-values with ‘*’ have a 
confidence level < 0.05.  

Table 1. Perceived level of discomfort of participants 
with and without the exoskeleton during rebar task 

 
Outcome 
Measure 

 Body 
Parts 

Experimental 
conditions  

B x E 

 
 
 

LOD 

Mean 3.85 0 1.48 

F-
value 

11.8 0 3.01 

P- 
value  

2.08E-
09* 

1 0.007
9* 

η2 0.246 0 0.037 

Note: E = Experimental Condition, B = Body parts 

 

The ANOVA results (Table 1) suggest a significant 
difference (p < 0.05) was observed in the perceived 
discomfort across different body parts as well as body 
parts and experimental conditions with an effect size of 
0.246 and 0.037 respectively. Discomfort level increased 
in the neck (22.73%), chest (90.91%) and thighs (45.45%) 
while using the exoskeleton. The perceived discomfort 
decreased for the low back (118.18%) and lower legs 
(54.55%) while performing the rebar tasks with the 
exoskeleton. The upper arm, shoulder and hand/wrist did 
not have a significant impact between the two 
experimental conditions.    
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Figure 10. Level of Perceived Discomfort  

5 Discussion and Conclusion 
The need to improve construction health and safety 

and reduce work-related musculoskeletal disorders has 
ushered the adoption of exoskeletons into the 
construction industry. With the growing interest in 
exoskeletons and its potential to mitigate at least 60% of 
construction WMSDs [1], there is a need to assess the 
usability of exoskeleton for construction activities. This 
study investigates the potentials of Laevo back-support 
exoskeleton for mitigating WMSDs by assessing users’ 
perceptions of the ease of use, ease of learning, comfort, 
and perceived level of discomfort during simulated rebar 
tasks. 

Overall, the study revealed that the exoskeleton was 
easy to use. Participants could don and doff the 
exoskeleton without assistance in less than a minute and 
could easily adjust it to their desired comfort level. This 
may suggest a low impact of the exoskeleton on 
increasing rebar task completion time.  

However, the participants were moderately satisfied 
with the ability of the exoskeleton to support rebar tasks 
and moderately preferred to work with the exoskeleton. 
This may be influenced by their moderate ratings of the 
exoskeleton to meet their demands during rebar tasks 
which can impact the willingness to adopt the 
exoskeleton. 

The assessment of ease-of-learning reveals that it is 
easy to learn the use of Laevo exoskeleton for rebar tasks. 
The functionality of the exoskeleton was not complicated, 
and easy to remember. This may suggest that it can 
appeal to the construction industry with workers of 
different ethnicity and educational levels. 

Despite the prospects of the exoskeleton, assessing 
the comfort of users is important for usability. The 
exoskeleton did not restrict participants’ movement and 
did not interfere with the work environment. This is 
important as construction activities are dynamic and 
requires workers to assume awkward postures while 
working under aggressive environmental conditions. The 
comfort of working with the exoskeleton was further 
investigated by assessing users’ perceived level of 
discomfort across different body parts. The findings 
revealed that the exoskeleton reduced discomfort felt in 
the lower back and lower leg. This supports similar 
studies [2, 3] where the use of exoskeletons reduced 
discomfort at the back and suggests the potential of the 
exoskeleton for reducing low back injuries during rebar 
tasks. However, unintended consequences such as 
increase in the discomfort in the neck, thigh and shoulder 
and a significant increase in the discomfort at the chest 
were reported in this study. This may imply the need for 
improvements to the design of the exoskeleton to suit the 
dynamic nature of construction activities.  

There are some limitations of this study that may 
impact the generalizability of the results. The study was 
a laboratory simulation where participants were students 
and not construction workers and interaction of the 
exoskeleton with real site conditions is unknown. Hence, 
the usability assessment of the exoskeleton with 
experienced construction rebar workers will be explored 
in future studies. In addition, a high variability across the 
perceived discomfort levels was reported which shows 
that these results are highly subjective. Hence, objective 
measures such as measuring the muscle activity using 
electromyography sensors, identifying unsafe postures 
using inertial measurement unit, and assessing   
discomfort across different body parts are required to 
further validate these findings.  
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Abstract –  

The physically demanding nature of construction 
work exposes workers to ergonomic risks resulting 
back-related musculoskeletal disorders. Back injuries 
amongst pipe installers increased by 2.3 times in the 
last year. Back support exoskeletons are emerging as 
a potential intervention to address back injuries. 
Without willingness of construction workers to use 
back-support exoskeletons, the intervention will not 
be successful in the construction industry. This paper 
presents the perception of pipe installers regarding 
the suitability of a commercially available back-
support exoskeleton for pipe installation work. 
Fourteen pipe installers performed their regular 
work task with a passive exoskeleton during which 
they provided their experience with the wearable 
technology. The results indicate that the benefits of 
the exoskeleton, barriers to the use of the exoskeleton 
and modifications to the design of the exoskeleton. 
Participants perceived health benefits in terms of 
reduced back stress and recommended employing the 
exoskeleton for outdoor manual labor activities. 
There were concerns about the use of the exoskeleton 
in confined spaces and the compatibility of the 
exoskeleton with on-site safety provisions. Integration 
of safety harness with the wearable robot was 
identified to be an essential modification. The findings 
showcase willingness amongst the pipe installers to 
adopt exoskeletons. This study contributes to the 
existing literature on the suitability of passive back-
support exoskeleton in construction.  

 
Keywords –  

Wearable robot; User assessment; Pipe 
installation; Exoskeletons 

1 Introduction 
The construction industry is a labour-intensive sector 

with high risk of injuries. Each year, federal agencies 
such as the United States Department of Labor record 
non-fatal injuries in the construction industry. Non-fatal 
injuries are sometimes triggered by the physically 

demanding nature of construction work [1], which 
exposes workers to awkward work postures (e.g., 
twisting, reaching, pulling, lifting and bending) resulting 
in work-related musculoskeletal disorders (WMSDs) [2].  

WMSDs account for 33% of all workplace injuries 
[1]. In 2020, the United States Bureau of Labor and 
Statistics [3] reported a WMSD incidence rate of 40.6 
musculoskeletal disorders (MSD) per 10,000 full time 
workers (FTE) which is approximately 1.7 times higher 
than the average of all the industries.  This condition is 
more severe amongst pipe layers and fitters whose 
WMSD incident rate is 1.4 times the rate of other 
construction trades [4]. In fact, the rate of WMSDs 
amongst pipe layers tripled between 2018 and 2019 [4]. 
Pipe layers spend a significant amount of time in back-
bending postures, when performing pipe installation 
tasks, that can impact the muscles, nerves, discs, and 
ligaments in the back. This causes injuries or disorders in 
the back, which accounts for 43% of all the affected body 
parts in the construction industry [5]. Evidence suggests 
that back injuries could cause permanent impairment 
leading to early retirement of the workforce[6]. Besides 
the health risks, WMSDs have significant financial 
consequences and has resulted in work absenteeism in the 
construction industry [7]. Moreover, WMSDs are one of 
the leading causes of lost productivity among 
construction workers [8]. Thus, the health and safety 
performance of the workforce has a direct impact on the 
profitability of construction projects [9].  

Wearable robots, also referred to as exoskeletons, are 
increasingly being recognized as a promising ergonomic 
solution for preventing WMSDs. Wearable robots are 
designed to reinforce the wearer’s performance by 
augmenting key body parts (e.g., back and shoulder) or 
the full body.  Wearable robots or exoskeletons can be 
classified as ‘active’ or ‘passive’. An active exoskeleton 
uses actuators to support the wearer’s effort and 
stimulates the joints, while passive exoskeletons use 
springs to store energy from the wearer’s motion to 
provide ergonomic support [10]. Unlike active 
exoskeletons, passive exoskeletons are lighter and more 
cost-effective. Considering that the back is the body part 
that is most affected by WMSDs during pipe installation, 
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back-support exoskeletons could be a potential solution 
to reduce the physical demands and fatigue experienced 
by pipe workers, thus improving their safety, health, and 
performance [11]. 

As evidence continues to evolve regarding the 
suitability of back-support exoskeletons in the 
construction industry [12], there is a need to evaluate user 
acceptance amongst construction workers. Lack of user 
acceptance has long been an impediment to the 
successful deployment of technology in the workplace 
[13]. Perspectives of end-users could help identify 
workers’ willingness to use the technology, task-specific 
applications, and facilitators and barriers to advancing 
back-support exoskeletons in the construction industry.  

Existing studies [14, 15] on exoskeletons are mostly 
laboratory-based studies, which do not reflect the nature 
of interactions between exoskeletons and the work 
environment. Construction sites are often characterized 
as harsh environments with somewhat unsuitable 
conditions such as dusty and muddy surroundings, hot 
and cold weather conditions, and confined spaces [16]. 
Under these conditions, the use of back-support 
exoskeletons could have unintended consequences such 
as discomfort to the body parts, device failure and 
incompatibility with personal protective equipment [5]. 
Insights into how commercially available exoskeletons 
can be deployed in such environments could be beneficial 
for designers to adapt designs of existing exoskeletons to 
suit construction work. This is significant, as the 
commercially available exoskeletons are not designed 
specifically for use in the construction industry [5].  

 Therefore, the study aims to understand the 
perceptions of potential beneficiaries of exoskeleton 
(e.g., pipe layers) regarding the suitability of a 
commercially available back support exoskeleton for 
construction work. User perception is captured in terms 
of the benefits of back-support exoskeletons, barriers to 
the use of back-support exoskeleton for pipe installation 
work, and modifications necessary to adapt back-support 
exoskeletons to pipe installation work.      

2 Background 
Over the years, there has been several attempts to 

address the issue of WMSDs in the construction industry. 
These efforts have ranged from proactive to more 
reactive measures (e.g., using exoskeletons). The reactive 
approach includes educating workers about the risk 
associated with their work so that they can self-manage 
or control their exposure. For example, developed 
training manuals and programs to educate workers on 
how to perform manual material handling tasks in safe 
postures. To provide workers with opportunities to 
practice safe work procedures, immersive training 
environments (e.g., virtual reality) have been proposed 

[16]. Yan, Li [17] also developed a framework that uses 
sensing technologies (e.g. inertial measurement units) to 
track workers movements while on the job and alerts 
them on unsafe work habits so that they can control their 
exposures. The alerts could serve as a distraction and 
affect workers’ productivity.  

Commercially available passive back-support 
exoskeletons, such as BackX and Laevo, are being 
recognized as a preventive approach to WMSDs.   BackX 
has been demonstrated, via laboratory studies, as being 
more suitable for work involving back bending and 
repetitive lifting [18-20]. Till date, there is scarce 
evidence on how back-support exoskeletons (e.g., 
BackX) can benefit construction workers. In particular, 
little is known of how exoskeletons would benefit 
potential end-users such as pipe layers. It is possible that 
existing design configurations would need to be modified 
to suit construction work. However, these can only be 
determined by deploying the exoskeleton in the field and 
obtaining feedback from construction workers.  

3 Methodology 

3.1 Participants 
Fourteen pipe layers, installing sewage and water 

pipelines in Northern Virginia in the United States, 
volunteered to participate in this study. All the 
participants signed the informed consent form approved 
by the Virginia Tech Information Review Board (#IRB 
19-1180). None of the workers reported any muscle 
related injuries, which could influence their ability to 
carry out daily tasks or could potentially affect their 
perception of the exoskeleton. The demographics of the 
participants are as shown in Table 1. 

Table 1. Participant’s demographics    

Demographic 
Parameters 

Mean SD Max. Min.  

Age (yrs.) 37.63 10.19 55 22 
Height (ft.) 5’ 7” 3.95” 6’ 11” 5’ 

Weight (kgs.) 84.12 10.97 108.86 63.5 
BMI (kg/m2) 27.96 3.95 38.7 20.7 

Exp. (yrs.) 12.92 7.37 35 2 
Note: SD = Standard Deviation, Exp. = Experience, 
yrs. = years, Max. = Maximum, Min. = Minimum.    

 

3.2 Wearable Robot 
BackX™ S, a commercially available passive back-

support exoskeleton was used in this study. The choice of 
BackX™ S for this study was guided by the benefits 
documented in Kazerooni, Tung [21]. The exoskeleton is 
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designed to reduce back strain when performing 
activities that require bending, stooping, or reaching. 
BackX™ S weighs 3.4kg and can sustain a load of up to 
13kg. BackX™ S, shown in Figure 1, comprises of a 
frame and a harness. The frame houses a torque generator 
(i.e., the activation point), a chest-plate, and thigh and leg 
straps. The harness is made up of a chest pad, a hip belt, 
and shoulder straps, which are all attached to the body via 
the frame. The exoskeleton has numerous fixture 
configurations that may be customized to fit the user's 
body structure.  

 
Figure 1. BackX exoskeleton (a) frame (left), (b) 
harness (middle) and (c) complete exoskeleton 
(right) 

3.3 Experimental Design   
Prior to commencing the study, the study procedure 

was explained to the participants. Subsequently, each 
participant signed the informed consent form. Thereafter, 
the back-support exoskeleton was fitted on the 
participants (Figure 2) considering their height, chest 
width and waist size as per the guidelines provided by the 
manufacturers. The functioning of the exoskeleton was 
explained to the participants and they had the opportunity 
to explore its operations until they were confident to 
deploy it. Subsequently, the participants performed their 
regular pipe installation tasks while wearing the 
exoskeleton. The tasks were performed for four hours. 
The tasks involved climbing, squatting, kneeling, 
bending, cutting pipe, carrying heavy tools, working in 
trench boxes and confined spaces, working with fall 
protection, pouring inverts, levelling and shovelling. 
While performing the tasks, the participants were 
prompted to provide verbal feedback regarding their 
experience (e.g., body discomfort and interference with 
work) with the back-support exoskeleton. At the end of 
the task, the participants completed a questionnaire 
designed to capture their perceptions regarding the 
usability of the exoskeleton, their comfort with the 
exoskeleton, impact on their performance when using the 
exoskeleton and how safe they were while using the 
exoskeleton. The questionnaire also contained open-

ended questions aimed at further capturing the 
participants’ subjective feedback regarding the pros and 
cons of the back-support exoskeleton, context for the use 
of the exoskeleton in construction and any modifications 
that could be made to the design of the exoskeleton to 
make it more suitable for construction work.   Given the 
length restrictions of this paper, only the subjective 
feedback to the open-ended questions are reported in this 
paper. 

 
Figure 2. Pipe layer wearing BackX 

3.4 Data Analysis  
The participants’ responses to the probing questions 

(obtained while performing work) and the open-ended 
questions (obtained after the task) were recorded by the 
investigators. Transcripts of the responses were imported 
into NVivo 11, and analysed using Thematic analysis 
[22]. NVivo is a qualitative analysis software which is 
commonly used by researchers to analyse qualitative data 
from interviews, surveys, and focus groups [23].  The 
data were coded using various themes that emerged from 
the responses. Thereafter, using the inductive coding 
process, similar or related codes were clustered to form 
meaningful themes which were identified as categories 
as shown in Figure 3 and presented in the next section. 
To confirm the validity and reliability of the findings, an 
inter-coder reliability testing was conducted using 
Cohen-kappa coefficient. Cohen-kappa is a commonly 
used method to measure the level of agreement between 
coders, where the value of the coefficient ranges from 0 
to 1, with 0 being no agreement and 1 being perfect 
agreement [24]. The assessment showed a percentage 
agreement of 78% between two coders. A Cohen-kappa 
coefficient of 0.62 was obtained, showing substantial 
agreement. 
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4 Results 
Three categories of the themes were extracted from 

the responses (Figure 3). These include benefits of the 
back-support exoskeletons, barriers to implementation of 
back-support exoskeletons on construction projects, and 
modifications to the design of the back-support 
exoskeleton.  

 
Figure 3. Categories and sub-categories from 
participants’ responses 

4.1 Benefits of Exoskeletons    
85% of the participants perceived the exoskeleton to 

be beneficial for construction related tasks and described 
specific tasks where the exoskeleton could be most 
useful. The participants suggested tasks such as 
shovelling, levelling, working in inverts, forward 
bending, walking on uneven surfaces, working outdoors 
and applying lubricant for pipe joints: “While shovelling 
and applying the pipe lubricant, it was helpful”, “I would 
use it for invert”, “While walking on an uneven surface, 
on a pile of dirt, I did not have any problems and no 
imbalances out of the ordinary. Also, while walking 
uphill the exoskeleton helped me. While picking loads 
straight up, it is useful”. About two-thirds of the 
responders perceived health benefits as a major outcome 
of using a back-support exoskeleton. According to one of 
the respondents: “good device for people with back 
injuries as it provides good support.” Another participant 
reported, “Very beneficial as it provides support to the 
thighs and chest which helps me reduce the stress from 
the back”. One of the participants felt like the 
exoskeleton helps in keeping the back straight while 
working: “felt like the exoskeleton also helps in keeping 
the back straight which is very useful.........What I like 
most is the ability to feel no strain on back and knees 

while working”. The participants also emphasized some 
general benefits of the design of the back-support 
exoskeleton e.g., lightweight, comfortable chest and 
thigh support: “it is not heavy, rather lighter than the fall 
protection that we use”, “I like the chest and the thigh 
support”. Furthermore, the participants also provided 
some suggestions for the use of exoskeletons “the 
exoskeleton can be very helpful when we use it in an 
outdoor environment”. Some participants also felt 
“While using the ladder it is better to switch the support 
system to off”. Of all the participants who perceived the 
back-support exoskeleton to be beneficial, 38% 
suggested potential construction tasks where the use of 
exoskeletons would be beneficial, 35% suggested health 
benefits of the exoskeleton, 15% suggested ways by 
which the exoskeleton can be operated for effective and 
12% suggested design benefits (Figure 4).   

     

 
Figure 4. Benefits of back-support exoskeleton 

4.2 Barriers to Implementation of 
Exoskeletons 

Overall, 75% of the participants identified potential 
barriers for the implementation of back support 
exoskeletons. Some of these respondents had concerns 
about the design of the exoskeleton and perceived these 
as barriers to implementing the technology for pipe-
laying tasks. A participant mentioned, “the metal rods 
caused problems for my under arms.” Another 
participant reported, “the chest pad makes it very hard to 
go down”. Similarly, some of the participants expressed 
concerns about the discomfort from the device: “With the 
exoskeleton, it is not easy to bend and work…The 
exoskeleton puts pressure on my body parts especially 
chest and hips…it causes discomfort to my hips.” The 
participants also concluded that wearing an exoskeleton 
with a safety harness would be challenging: “it does not 
work with the fall protection harness and I sweat much 
more while working.” Some of the participants were also 
concerned about pressure imposed on their chests by the 
pads, which caused their heartbeats to race and made 

38%

35%

15%

12% Potential
construction task
Health benefits

Exoskeleton use
suggestion
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them feel exhausted: “When working hard, due to the 
pressure my heart pumps faster which makes me tired.” 
On the other hand, trenches and manholes are the most 
common areas that pipe layers work, and the participants 
reported that their mobility was restricted while working 
in such tight spaces: “I do not think it is suitable for pipe 
work as we work in tight spaces”. With a variety of 
exemplary benefits, the exoskeleton also introduces 
several safety issues: “if anyone falls while wearing the 
exoskeleton, it can hurt them because of the metal parts”. 
From these implementation barriers, design barriers 
(27%) and discomfort (27%) were identified as the most 
significant, followed by work environment (20%), safety 
(17%), work preference (7%), and weather barriers (3%) 
(Figure 5).  

 
Figure 5. Implementation barriers 

4.3 Suggestions to Modification of 
Exoskeleton 

Although the exoskeleton is expected to provide 
considerable support to workers during pipe installation 
work, numerous modifications were suggested to make 
the device more suitable for construction related tasks.  

71% of the participants suggested modifications to 
the exoskeleton. For example, some participants 
suggested the integration of the safety harness with the 
back-support exoskeleton: “If there was a design with in-
built fall protection, it would be great.” Another 
important add-on feature for the exoskeleton was 
suggested by a participant: “If the harness had any spots 
to carry my tools it would be very useful… have straps 
for my tape and communication device etc.”, One of the 
interviewees recommended a weather adaptability 
function for the device: “If we can change the colour to 
white then maybe it would be much better”. Another 
suggestion is, “If the torso was closer to the body and not 
coming out, it would be better”. One participant felt that 
having pressure points on the back body part would be 
beneficial: “It would have been better if the pressure was 
on the back”. Accordingly, the integration of the safety 
harness with the back-support exoskeleton was the most 

suggested modification (40%), followed by reducing the 
pressure from the chest pad (10%), repositioning of the 
metal torso (10%), and back support (10%) (Figure 6).  

 
Figure 6. Modifications to back-support 
exoskeletons 

5 Discussion 
This study presents a user-assessment of a 

commercially available back support wearable robot for 
pipe installation. The result of the assessment includes 
the benefits of back-support exoskeleton, barriers to the 
use of back-support exoskeleton and modifications that 
could be made to back-support exoskeletons to improve 
their suitability for construction work. The back-support 
exoskeleton can provide health benefits such as reduction 
of stress on the back muscles, which is consistent with 
previous studies [18, 25]. The workers found value in 
using the back-support exoskeleton for forward bending 
tasks such as shovelling, levelling and pouring storm-
water inverts. This is contrary to Bosch, van Eck [26] 
where there was an increase in discomfort in the chest 
when the participants performed work in similar 
postures. The discomfort was due to pressure from the 
chest and thigh pad which some participants in this study 
found beneficial. Also, the workers felt that wearing the 
back-support exoskeleton could help them work for 
longer hours which would increase their productivity. 
This is consistent with the study of Kim, Moore [27] 
where the authors found that using back support 
exoskeleton would help workers perform work faster and 
for longer durations.  

Despite the benefits of using a back-support 
exoskeleton, some barriers were also noticed which 
should be taken into consideration. Pressure exerted by 
the metal torso to the chest caused discomfort to the chest 
while wearing a back-support exoskeleton. This, on the 
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other hand, does not correlate with the findings of Antwi-
Afari, Li [28] which showed that the use of a back 
support exoskeleton significantly reduced discomfort on 
the chest. This disparity could be due to the first-time 
effect of wearing the back-support exoskeleton, and may 
not suffice after prolonged use.  

The workers felt that using both the exoskeleton and 
tool belt would impact their productivity and ability to 
work in confined spaces. A key modification suggested 
to the design of the back-support exoskeleton includes 
integrating the exoskeleton with workers’ tool belt. This 
could reduce the time to don and doff the exoskeleton. A 
similar attempt was made by Salvietti, Franco [29] who 
integrated a passive exoskeleton with a robotic 
supernumerary finger to improve grasp compensation in 
Chronic stroke patients. Furthermore, Kim, Moore [27] 
identified cost as a critical factor for adoption of 
exoskeleton in construction industry. The integration of 
tool belt and safety harness with the exoskeleton as 
suggested by the pipe workers could increase the cost of 
the device, which could be a potential barrier for adoption 
of exoskeleton.       

6  Conclusion 
This study focused on understanding construction 

workers' perception of the suitability of a commercially 
available back-support exoskeleton for construction 
work. The back-support exoskeleton was found to be 
beneficial for construction tasks and having significant 
health benefits of reducing back stress. While there were 
some discomfort experienced from the use of the 
exoskeleton, most of the participants found it beneficial 
to supporting the body during pipe installation. Workers 
could be more willing to adopt the exoskeleton if design 
can be improved to accommodate existing work 
wearables such as tool belts and personal protective 
equipment (e.g., safety vests and harness).  

Furthermore, a small sample size was adopted in this 
study, which is not sufficient to generalize the findings to 
the entire construction industry. Future work will involve 
a larger sample size with demographics representative of 
the construction industry. In addition, the exoskeleton 
was tested for pipe work, thus the findings might not be 
adaptable to other types of construction work. In order to 
promote widespread adoption of exoskeleton to mitigate 
occurrences of WMSDs, similar studies will need to be 
carried out to identify suitability of the exoskeleton for 
supporting other construction trades.   Furthermore, this 
is a short-term field study where the participants used the 
exoskeleton for four hours. To understand the willingness 
of construction workers to adopt exoskeletons and 
evaluate the impact of prolonged use of exoskeletons for 
construction work, a long-term field study is necessary.   
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Abstract – 

Planning, monitoring, and maintenance of 
highway assets is an essential, long-term operation for 
successful civil infrastructure management. These 
monitoring and maintenance activities are usually 
carried out manually, suffering from time-consuming, 
costly, potentially dangerous tasks. The 
advancements in Unmanned Aerial Vehicles (UAVs) 
and computer vision technologies have demonstrated 
the potential to enable automation of the monitoring 
workflows. Existing UAS-based approaches are used 
for various management; however, there was no study 
to examine the feasibility of aerial image-based 
computer vision algorithms for the purpose of lawn 
condition monitoring. This study aims to provide 
periodic and easy-to-use UAV technology for civil 
infrastructure maintenance. We developed the 
comprehensive framework from UAS data collection 
to build a deep learning model suitable to distinguish 
areas of interest with vague boundaries robustly, 
process the outputs into geo-database, and visualize 
them through a Geographic Information Systems 
(GIS) platform. The outcome of the proposed 
framework displays the overall mowing quality in the 
highway environment in an intuitive way to support 
decision-making in the management. 

Keywords – Civil infrastructure management; 
Computer-vision; UAVs; Deep Learning; Lawn 
mowing condition assessment 

1 Introduction 
Roadways are one of the most vital infrastructures 

necessary for public transportation and industrial 
operations. To secure the robustness of roadway 
infrastructure, the roadway infrastructure condition (e.g., 
road condition monitoring, lawn condition monitoring) is 
monitored and assessed for maintenance needs. These 
inspection, maintenance, and post-maintenance 

inspection are often carried out manually with visual 
inspection by trained inspectors. Thus, it is often time-
consuming, laborious, and expensive. One of such tasks 
is lawn mowing control on the roadway infrastructure. 
Typically, the goal of lawn mowing maintenance 
personnel is to verify if the mowing performance carried 
out by a third-party contractor is acceptable, identify any 
poorly mowed regions that require additional mowing, 
and bared regions that require maintenance. Thus, such 
lawn mowing control requires significant time and 
resources due to visual observation and manual 
measurement to verify the mowing performance. Failure 
to do so may cause traffic safety issues because tall grass 
can obscure drivers' vision and may not see traffic control 
devices or pedestrians [1]. 

The recent advancement of computer vision 
algorithms and the prevalent use of UAVs offers a great 
potential for automation in highway landscape 
maintenance practices. In particular, UAVs equipped 
with RGB cameras provide an easy-to-use and 
inexpensive platform to obtain lawn condition 
information of the field readily. UAVs can capture 
images of areas where maintenance work was performed, 
including areas of difficulty (e.g., steep slope). 
Maintenance personnel can monitor the lawn mowing 
conditions more frequently and easily by analyzing these 
aerial images.  

To fully utilize the computer vision-based monitoring 
method, the following limitations should be addressed: 1) 
to deal with the variability of lawn condition images due 
to the range of seasonal lawn condition and the different 
resolutions of aerial images captured at different heights 
and angles, and 2) the analyzed output needs to be 
directly mapped onto the actual physical 3D coordinates. 
To overcome these limitations, we propose a 
comprehensive, data-driven automated mowing 
condition monitoring framework integrated with a user 
interface that visualizes the outcome in a user-friendly 
manner. We developed a computer vision-based lawn 
condition monitoring system that adopts fully 
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convolutional neural networks to perform pixel-wise 
classification of the aerial images. We examined the 
feasibility of utilizing computer-vision technologies in 
the mowing condition maintenance work and evaluated 
the proposed system with actual test cases. The outcomes 
of this study are particularly beneficial for practical 
applications and support the decision-making process. 

2 Related Work 

2.1 Civil Infrastructure Monitoring 
Monitoring and maintenance of civil infrastructure 

are paramount and have been a significant interest in 
society. It is crucial to promptly detect and identify the 
location of possible areas requiring necessary 
maintenance because the failure to do so can lead to 
traffic congestion, driver discomfort, and potential safety 
and operational problems. Traditionally trained 
personnel carried out onsite visual observation [2]. These 
practices are non-trivial tasks requiring significant 
resources, and they can be subjective and error-prone as 
the outcome is highly dependent on the expertise of the 
onsite personnel. Acknowledging the limited amount of 
resources in contrast to the vast volume of areas to be 
monitored, the recent advancements in visual data 
collection hardware such as UAVs as well as computer 
vision techniques to analyze the collected visual data 
have demonstrated its potential opportunities to automate 
civil infrastructure monitoring processes [3]. Several 
examples of UAV-based inspection applications are 
agricultural crop and weed monitoring [4–6], road 
inspection applications [7], and construction and 
infrastructure monitoring [8]. 

Despite the increasing applications of UAV and deep 
learning in the civil engineering domain, UAV 
application has not yet been widely researched in the 
field of highway mowing and maintenance services. 
Lawn mowing control on the roadway infrastructure 
requires significant time and resources for prompt 
maintenance. However, lawn mowing control poses 
several challenges. Firstly, it requires the person to 
distinguish areas of interest with vague boundaries 
granularly. Also, the processed information needs to be 
transferred to spatial context information to capture the 
physical location of interest areas. 

2.2 UAV Image Segmentation and 
Classification 

With the prevalent use of UAVs, UAVs gained 
growing attention for various monitoring applications 
because they can cover large areas with high-resolution 
imagery in an inexpensive way. To this end, image 
segmentation using aerial images captured by UAVs is 

also a widely studied topic. For example, in the 
agricultural areas, UAV images were used to identify 
weeds from the grass areas [4]. In civil engineering 
domain, aerial and satellite images were used to assess 
infrastructure damage in natural disaster areas [9]. In 
addition, aerial images coupled with machine learning 
techniques were used to map the rural environment, 
classifying them into roads, vineyards, asphalt, and roofs 
[10]. 

Although there have been studies that demonstrated 
the capacity of the UAV image segmentation method, 
there are several challenges to be addressed to deploy in 
the lawn mowing condition monitoring application. First 
of all, there is a lack of annotated datasets to develop a 
segmentation model. Secondly, there is a high intra-
variability within the grass conditions based on the 
seasonal and weather factors (e.g., lighting conditions) 
and camera factors (e.g., image resolution). To address 
these limitations, this study aims to develop a framework 
that can collect and annotate datasets and develop a 
robust segmentation algorithm for the variance in the 
collected dataset.  

3 Methodology 
This study proposes an overall lawn condition 

classification framework leveraging UAVs equipped 
with camera sensors. Our proposed framework aims to 
collect a large volume of dataset for lawn mowing 
condition monitoring and develop a segmentation 
algorithm to classify the vegetation conditions into three 
classes of maintenance personnel’s interests: mowed, un-
mowed, and bared spot, as illustrated in Figure 1. We 
defined a mowed condition as regions where grass height 
is less than 6 inches, an un-mowed condition as regions 
where grass height is over 6 inches, and a bare spot as 
regions where no grass is detected.  

  
[Fig 1] Examples of lawn conditions: (a) bare spot,  

(b) un-mowed, and (c) mowed lawn condition 

We developed a pixel-wise classification that assigns 
one of the lawn condition labels to each input image pixel. 
To automate the annotation process, we labeled the 
dataset using the 3D semantic segmentation method that 
converts 3D points into 2D images [11].  The overall 
framework is depicted in Figure 2. 

(a) (b) (c)
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[Fig 2] Overview of the proposed framework

3.1 Network Architecture 
This section describes how our overall framework 

utilized the image processing algorithms to distinguish 
the various grass conditions. We adopt U-Net model [12], 
which is one of the most widely-used network 
architecture for semantic image segmentation. U-Net has 
an encoder-decoder structure with fully convolutional 
network, as illustrated in Figure 3. The first component 
of the architecture, the encoder, consists of alternating 
convolution and pooling operations, allowing the model 
to progressively increase the number of feature maps by 
downsampling feature maps. The decoder part of the 
model then upsamples the feature map and semantically 
projects the features learned by the encoder onto the pixel 
space to obtain classification results. Overall, this 
structure of contracting and expansive operations enables 
to capture of the localized segmentation of the input 
image and propagates the feature information to 
successive layers with higher resolutions. Due to this 
robustness to precise segmentation, this study utilized 
this architecture to capture fine details of the images.  

 

 
[Fig 3] U-Net architecture 

3.2 Data Collection and Preprocessing 
3.2.1 Aerial Image Collection 

For data collection, a DJI Marvic Pro and DJI Marvic 
2 Pro with 4K cameras and a GPS sensor were deployed. 
Using a public open mobile application, DJI Go 4 and 
PIX4Dcapture, a licensed drone pilot set up the flying 
path and selected the boundaries of the vegetation areas 
to be collected. The drones automatically captured the 
images at different elevations and angles based on the 
flight parameter input, including flight speed, altitude, 
and camera angle.  

3.2.2 Image Annotation Process 

As the image collected from UAV inherently contains 
a significant area of overlap, a 2D-3D co-labeling method 
[11] that can label the same area only once was adopted 
to generate image annotations efficiently. First, the 
collected aerial images were processed through the 
Structure-from-Motion (SfM) and converted into 3D 
point cloud data. With respect to the manual 3D 
annotation, semantic labels were assigned to the original 
drone images by utilizing the camera projection equation. 
Since each image's camera intrinsic and extrinsic 
parameters were known after the SfM step, each 3D point 
can be associated with a 2D pixel. This approach offers 
an efficient annotation method because it can produce 
labels of all aerial images with a one-time manual 
annotation process.  

3.2.3 Data Augmentation 

We applied a patch augmentation strategy to make the 
classification model robust to the variability of 
vegetation conditions and Ground Sampling Distance 
(GSD). It processed an n×n grid over the original image 
and its corresponding ground truth. The image is then 

UAV-based Aerial Image Collection Patch Augmentation

U-Net Model Development

Photogrammetry Processing-based 
Annotation

• RGB Images • 3D model + GPS

2D Image Annotation

Conv
Up-conv
Max pool

Encoder Decoder

Input Output
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Up-conv
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divided into small pieces, which are treated individually, 
as depicted in Figure 4. Since the input size of deep 
learning architecture is much smaller than that of the raw 
drone images, it can be expected to increase of GSD 
range in the training dataset.  

 
[Fig 4] Patch-based data augmentation 

4 Experiment 

4.1 Data Collection 
We applied our method to several highway locations 

in Atlanta, Georgia. Figure 5 shows the drone data 
collected at actual highway environments: the I-675 
Highway that is maintained by the Georgia Department 
of Transportation (GDOT). The total area of the location 
is approximately 1.742 (acre), and the length along the 
primary axis is 150 (m). The data collections were 
regularly performed to monitor a wide range of grass 
conditions at different mowing conditions and seasons, 
as illustrated in Table 1. The test environment includes 
roads, vegetation, trees, and other objects.  

The flight parameters of the UAV consist of flight 
elevation between 30 to 50 (m) from the ground, GSD of 
0.99 – 1.64 (cm/pixels), and camera angles of 45, 60, and 
90 degrees. An individual combination of the flight 
parameters was tested to find the optimistic performance 
of assessing mowing quality. A trained pilot with an 
observer controlled the drone’s flight and monitored the 
process to take control of the automated flight if needed. 

To acquire ground truth of lawn mowing condition, 
visual inspection and tape measurements were manually 
conducted at several locations. Based on the 15cm 
threshold of grass height, the ground truth of indicating 
mowed and un-mowed areas was generated for each data 
collection. These ground truths are used to validate the 
proposed annotation process.  

  
[Fig 5] Test location under different field conditions 

collected on (1) Jul 22 and (b) Nov 11, 2021.  

4.2 Development of grass condition 
assessment algorithm using image data 

A customized dataset of over 700 aerial images was 
used to train the proposed U-Net, and the corresponding 
labeled segmented images. We employed a total of 4 
classes, namely mowed, un-mowed, bare spot, and 
miscellaneous classes, which include non-grass regions 
such as roads, guardrails, signages, and trees. To improve 
the model's performance, we experimented with different 
the GSD of drone images and determined the final input 
image size. That is, after downsampling to the deep 
learning input size, the GSD of 20~25cm/pixels, and can 
be prepared by dividing each original image into four 
split images in our flight parameters. 

Finally, the dataset was divided for training, 
validation, and testing. The validation dataset was used 
to tune the hyperparameters of the model that maximize 
the model accuracy and minimize the sparse categorical 
cross-entropy loss function. The validation loss is 
monitored to ensure that there is no overfitting or 
underfitting during the training process. 

4.3 Experimental Evaluation 
For evaluation, we produced pixel-wise classification 

results for input images. To quantitatively validate the 
performance of our proposed classification framework, 
we utilize a metric of accuracy, precision, recall, and F1 
score, which is the dominant evaluation criteria for the 
image classification task.  

5 Results 

5.1 Experiment Results 
We analyzed the performance of our proposed 

framework. Figure 6 shows the examples of classification 
results. The green, blue, and red color legends indicate 
the lawn conditions of mowed, un-mowed, and bare spots, 
respectively.  

We tested our model in different datasets of grass 
conditions (Table 1) to check the robustness of our model 
in terms of handling intra-variability. The overall 
accuracy was 87.5%, indicating that our model can 
produce acceptable outcomes across different grass 
conditions, except for data collected on Nov 11, which 
had precision and recall values lower than 80%. We 
believe that this low performance is attributed to the 
distinctive characteristics of this dataset due to the new 
construction of building in the test location as illustrated 
in Figure 5. This resulted in drastic changes in the 
features of the images. 

In addition, we evaluated our model in terms of 
different classes. Table 2 shows the accuracy results for 
each class. Compared to other classes, bare spot scores 
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the lowest accuracy by a large margin. This is due to class 
imbalance, the lack of a bare spot in the whole dataset. 
Figure 6 (c) illustrates the relatively very small area of 

bare spot compared to other grass condition classes. 
Therefore, the failure of spotting a small bare spot 
impacted the overall accuracy a lot.

 
[Fig 6] Image segmentation results 

Table 1. Overall Performance of the Proposed Framework 

Collection Date May 14, 2021 July 22, 2021 July 30, 2021 November 11, 2021 
Accuracy  0.872  0.826  0.891  0.912  
Precision  0.876  0.768  0.815  0.411  

Recall  0.876  0.730  0.874  0.401  
F-1  0.811  0.729  0.823  0.405  

Table 2. Performance of Lawn Mowing Condition Class 

 Mowed  Un-mowed  Bare  Misc  
Accuracy  0.989  0.994  0.995  .985  
Precision  0.945  0.888  .473  .766  

Recall  0.959  0.908  .497  .988  
F-1  0.946  0.895  .468  .863  

5.2 Geo-Referencing and Digitization 
In addition, we mapped the image-level classification 

results onto the geo-referenced highway site to provide a 
more user-friendly, informative results. Each orthophoto 
was produced by stitching and smoothening whole drone 
images into the whole site was deployed.  

To do so, an orthophoto of the highway site was 
firstly split into multiple patches of the interpretable size 
in the trained model. Then, each patch was inferenced 
and reverted into the original position while preserving 
coordinate reference systems. Fig 7 shows an output of 

being geo-referenced and digitized classification map in 
a raster data format. This enables lawn monitoring 
managers to visualize mowing quality and make decision 
upon Geographic Information Systems platform. Fig 8 
shows the final output in the GIS platform.   

Original Image Ground Truth Prediction 

(a)

(b)

(c)
Bare spot

Mowed

Un-mowed

Miscellaneous
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[Fig 7] Result with Geo-referencing and Digitization 

 
[Fig 8] Implementation on the GIS platform 

6 Discussion  
The results demonstrated the potential benefits of our 

proposed system, there are several limitations to 
overcome for practical issues for real-world application. 
First, for practical purposes, orthophoto provide more 
useful information than a single drone image because it 
provides the overview with the location information.  
However, the accuracy of orthophoto classification is 
lower compared to that of the original aerial image. This 
is because generating orthophoto causes some texture 
and color information loss while multiple images are 
smoothed out and switched together. As a result, 
orthophoto suffers from low-resolution, incompleteness, 
lost texture information.  

Secondly, the capacity of our proposed model is 
limited in terms of the highway assets coverage. Several 
vertical highway assets such as poles are not well 
detected.  

In the future works, these above-mentioned issues can 
be mitigated by the integration of 3D model.  Aerial 
images from tilted views will be utilized to generate 3D 
highway scene, and the 3D model will be overlapped 
with 2D images to further train the classifier.   

7  Conclusion 
In this study, we showed the feasibility of aerial 

image-based computer vision algorithms for the purpose 

of lawn condition monitoring for highway assets. Our 
proposed framework expanded the application of 
computer-vision and drone technology. With the user-
friendly GIS-based visualization, it will support the lawn 
monitoring personnel to easily verify the mowing 
performance of the contractors and better manage the 
highway assets condition. 
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Abstract – 

Identifying efficient processes for classifying text-
based safety reports using Machine-Learning (ML) is 
an essential area of research. However, much of the 
previous work on the topic relies on supervised 
learning approaches, which are often manually 
intensive and require large volumes of pre-labeled 
data. To achieve reduced requirements for human 
intervention during the classification process, the 
current study tests the applicability and validity of a 
state-of-the-art unsupervised learning approach, i.e., 
Yet Another Keyword Extractor (YAKE) integrated 
with Guided Latent Dirichlet allocation (GLDA). The 
current study is the first known application of the 
approach for the construction sector. Web-based, 
readily accessible information is used to develop a 
domain corpus. The keywords obtained from the 
domain corpus using YAKE are seeded in GLDA to 
classify nearly 13,000 safety reports from two 
different datasets in 4 commonly used category labels. 
The study demonstrates that moderate to high 
classification performance is achievable through the 
YAKE-GLDA approach. A high F1 score of 0.82 for 
the Personal-protective equipment category and a 
total F1 score of 0.62 is achievable. Furthermore, the 
same domain corpus helps achieve good classification 
performance across different datasets, highlighting 
the generalizability of the YAKE-GLDA approach. 
However, results from novel sensitivity analysis show 
a non-generalizable trend for sensitivity to 
hyperparameters. Hence attention is warranted for 
potential consistency issues facing the approach. The 
preliminary results demonstrate outstanding 
potential for the YAKE-GLDA approach for wide-
ranging adoption in the construction industry. 
However, future work should also focus on more 
granular classification labels applications and 
improving classification efficiency.   

 
Keywords – 

Unsupervised machine learning; Construction 
safety; Text classification; Topic modeling 

1 Introduction 
 Despite a significant improvement over the years, the 

construction sector, compared to other sectors, continues 
to perform poorly for issues relating to Occupational 
Health and Safety (OHS) [1]. To improve safety 
performance, one of the central ideas is to collect large 
volumes of safety observations (SOs), such as accidents, 
injuries, and near-miss reports, and utilize these reports 
to enable organizational learning [2].  

However, literature has also highlighted construction 
organizations' challenges in sustaining safety reporting 
and organizational learning efforts, often due to their 
resource intensiveness [2]. For example, the safety 
observations in the construction sector are often 
unstructured textual data and of poor quality requiring 
extensive manual efforts to process such information [2]. 
Therefore, for solving practical issues faced by the 
construction organizations, identifying efficient 
processes for the classification of the text-based 
information (such as the SOs) using Machine-Learning 
(ML) and text-mining-based approaches continues to be 
an essential area of research [3,4].  

Across domains, including construction, a significant 
proportion of literature focussing on ML-based 
classification of SOs continues to rely on supervised ML 
approaches [4]. Many studies have demonstrated the high 
classification efficiency of such supervised approaches 
[3,4]. However, lack of generalizability, the necessity of 
a large quantity of pre-labeled data, and significant 
manual inputs during ML-based analysis continue to be 
a limitation for the broader application of such 
approaches in actual practice [3,4]. On the other hand, 
literature exploring unsupervised and semi-supervised 
approaches is relatively scarce [4,5]. In principle, such 
approaches can reduce the requirement of human 
intervention [6].  

The key motivation for this paper is to achieve the 
reduced requirement of human intervention during the 
classification process while also achieving good 
classification performance. Consequently, the objective 
of the current study is to test the applicability and validity 
of a recently developed unsupervised learning approach, 
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i.e., Yet Another Keyword Extractor (YAKE) integrated 
with Guided Latent Dirichlet allocation (GLDA), for 
classifying construction SOs. The YAKE-GLDA 
approach is recent and claimed to be a domain-
independent approach that has been shown to achieve 
good classification accuracy with reduced manual efforts 
[7]. To the best of the authors' knowledge, the current 
study is the first-ever attempt at the YAKE-GLDA 
approach for the construction sector [5]. The study makes 
essential contributions to evaluating the potential of an 
ML approach in automating SO labeling for the 
construction sector from an unstructured corpus with 
minimal manual intervention. Unlike previous studies, 
the current study also presents the results from sensitivity 
analysis and hence contributes to state-of-the-art 
literature on YAKE-GLDA.  

The study is structured as follows. Section 2 provides 
an overview of the literature and identifies the essential 
gaps where the study contributes. Section 3 describes the 
integrated YAKE-GLDA method and the analytical 
methodology adopted in the current study to classify the 
SOs in construction from two different data sources. 
Results have been summarized in section 4, followed by 
discussions in section 5. Conclusions have been 
summarized in section 6.       

2 Literature Review 
For the construction sector, literature focusing on 

analyzing textual SOs using ML techniques using 
unsupervised learning approaches has been relatively 
scarce but has been growing [4]. Based on a state-of-the-
art literature review on the topic, three broad 
unsupervised learning approaches are essentially used. 
These are (a) Associated Rule Mining (ARM) approaches, 
(b) Text-mining approaches, and (c) Clustering 
techniques [4]. 

The primary purpose of ARM approaches is to find 
the associations or relationships (called rules) among the 
input variables toward the defined outcomes [4]. ARM's 
functionality has also been extended toward text 
classification [8]. However, many challenges facing 
ARM approaches are that typically large quantities of 
rules containing many parameters get generated, which 
are difficult to comprehend for human interpretations [9]. 
Due to such issues, their applications in classification 
remain limited. On the other hand, the unsupervised Text-
Mining approaches have also been used as pre-processing 
steps [4,10]. They are highly efficient in converting the 
typically unstructured data available in construction SOs 
to structured data leading to very high classification 
performance [10]. However, the overall process is highly 
resource-intensive, requiring intensive manual 
intervention and domain expertise to formulate and 
validate rules [3]. There is also a possibility that the rules 

thus developed are specific to one type of data source and 
not generalizable to other data sources, even within the 
construction sector. Hence, ARM and Text-mining 
approaches are not ideally suited for reducing the manual 
intervention.  

On the other hand, Clustering is a frequently used 
unsupervised learning approach useful in grouping the 
data into different clusters or topics having a substantial 
similarity among the members belonging to each topic 
[5]. LDA and K-means clustering are frequently used 
clustering approaches [4,5]. Clustering approaches are 
often fully automated, thereby reducing the necessity of 
manual inputs to a great extent. Studies focusing on 
construction SOs have also shown the value-addition of 
various clustering approaches in obtaining meaningful 
topics relevant to safety [6]. 

However, there are significant limitations with 
conventional clustering approaches for classification 
tasks. Since the clustering process is fully automated, the 
optimal number of clusters may not always match the 
user requirements of classification labeling. Furthermore, 
in many cases, the outputs of clustering approaches are 
not comprehensible to human decision-makers [7]. The 
clustering process may not always be guided through the 
relationship patterns commonly understood in a specific 
domain, such as construction [7]. Several recent studies 
have attempted to improve upon the limitations of the 
traditional clustering process, mainly by seeding 
keywords while initiating the clustering process. 
Through such a seeding process, the topics generated by 
the clustering process are human interpretable, and their 
number can be controlled [11]. For example, GLDA is a 
technique that allows users to seed classification 
categories using domain-specific keywords as an 
improvement over the conventional LDA approach [12].  

However, extracting domain-specific keywords to be 
used as seeds could still be challenging. The conventional 
approach of relying on domain experts to identify and 
assign keywords is expensive, time-consuming, and 
error-prone. Hence, several recent studies have also 
explored automated approaches for keyword extraction. 
These techniques often require statistics-based features 
such as frequency-of-word, distance-of-word, and 
structural features [7]. Many unsupervised keywords 
extracting techniques, such as Term Frequency-Inverse 
Document Frequency (tf-idf) [13], PageRank method 
[14], and Rapid Automatic Keyword Extraction (RAKE) 
[15], are efficient in keyword extraction based on the 
statistical features described above. The most recent 
keyword extraction approach is YAKE [16], which has 
been shown to perform significantly better than tf-idf and 
RAKE across many standard datasets [16,17]. YAKE 
also does not require linguistic information and thus can 
be used for any language [16,17], extending its 
generalizability.  
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The first known application of an integrated YAKE 
and GLDA unsupervised approach demonstrated its 
potential in classifying SOs for Aviation and Chemical 
industry [7]. For the construction sector, the most recent 
studies have only adopted LDA-based approaches using 
the tf-idf keyword extractor [13]. Most advanced 
keyword extractors such as YAKE and RAKE are yet to 
be explored for their applications in the analysis of 
construction SOs[5]. This is a significant research gap 
that the current study aims to fulfill. Unlike in the 
Aviation and the Process industry, safety reporting 
systems are often not well-established and mature in the 
construction sector. Hence, the proven validity and 
applicability of such an approach with reduced manual 
intervention for the construction sector may significantly 
impact the industry-wide adoption of ML approaches. 

Furthermore, little is known about the sensitivity of 
classification performance for the YAKE-GLDA 
framework, as the early-stage studies have focused only 
on demonstrating the application [7]. Understanding such 
sensitivity is crucial to exploring any analytical approach 
to understanding its true potential. The current study also 
aims to address this gap in the literature.   

3 Methodology 
The overall analytical process adopted in the current 

study has been summarized in Figure 1. The process 
entails three main steps (1) Building a domain corpus for 
each of the four categories and extraction of domain-
specific keywords using YAKE, (2) Pre-processing the 
input datasets containing SOs, and (3) Classification of 
the SOs using the GLDA approach. Subsequent sections 
provide details on each of the three steps.  

3.1 Domain-specific keywords using YAKE  
To induce domain knowledge to the GLDA 

classification model, a set of construction domain-
specific keywords are automatically extracted using 
YAKE from the domain corpora of each of the target 
categories. A total of 4 target categories are identified 
based on the category labels available in the primary 
dataset utilized in the study. More information on the 
dataset has been described later (see Table 1). A domain 
corpus is a collection of text drawn from sources 
containing information particular to the domain. Various 
online literature sources, including journal papers, 
research articles, and web resources, have been utilized 
to assemble four separate domain corpora comprising 
31,788 words. A subset of the used resources is 
mentioned in Table 1.  

The domain corpus is pre-processed prior to the 
extraction of keywords. The same pre-processing steps 
are also applied to the input datasets. The main pre-
processing steps performed are (1) Lowercasing, (2) 

Punctuation and numbers removal, (3) Spelling 
correction using spell check library in the programming 
language python, (4) Tokenization and stop words 
removal, (5) Stemming and lemmatization [3,18]. 

  
Figure 1. The analytical process of the study 

Keywords are a set of content words representing a 
specific topic. As mentioned earlier, the YAKE method 
extracts domain-specific keywords from the pre-
processed domain corpora. YAKE uses statistical text 
features extracted from single documents to select 
relevant keywords. As a document can contain multiple 
keywords, they are ranked based on their Significance 
Score SS(k), assigned by the YAKE algorithm. For the 
computation of SS(k), a set of five features, i.e., Casing 
(cs), Position (p), Relatedness (r), Frequency (f), and 
Occurrence (o), is calculated. For brevity, detailed 
mathematical formulations for these features are not 
included in the current study, but more information can 
be found elsewhere [7,16]. The output of YAKE is an 
ordered list of keywords, ranked based on increasing 
SS(k), where the smaller the value of SS(k), the more 
critical the keyword. A set of top 20 keywords for each 
of the four categories is used for seeding purposes.   

3.2 Input datasets and their processing 
SOs from two different sources are used in the current 

study. These datasets represent the diversity of the SOs 
available in the construction industry.  

Dataset 1 is the primary dataset used to demonstrate 
the validity of the YAKE-GLDA approach for the 
construction safety domain. Dataset 1 contains worker-
reported near-miss safety observations from a large-scale 
construction site on a natural gas plant in Kuwait. As per 
the prevalent reporting practice at this site, the focus is to 
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promote reporting from the front-end workers as much as 
possible, rather than obtaining SOs only from safety 
supervisors [2]. The front-end worker reported data faced 
several quality-related issues, such as a high proportion 
of misspelled words, poor sentence structuring, and 
generally smaller description [18]. Because of such data-
quality issues, Dataset 1 represents the large quantity of 
usually poor quality SO data generated across the globe. 
The workers write a brief description of the SO and 
provide a categorization of the SO into four categories, 
namely Personal-protective equipment (A), Compliance 
to safe work (B), Equipment or tools (C), and 
Housekeeping (D).  

Table 1. Overview of Dataset 1 

Category 
labels (% of 
total data) * 

Subcategory label 
examples 

A subset of 
references used 
for developing 
domain corpus 

A (21.62) Ear, eyes, face, 
hand protection; 

Harness; respiratory 
protection  

Link 1, Link 2, 
Link 3 

B (49.62) Electrical, 
Excavation, Fire 

safety; working at 
height; Traffic 

Link 5, Link 6, 
Link 7, Link 8 

C (08.14) Equipment usage 
and selection; color 

coding; 
authorization; tags; 

maintenance 

Link 9, Link 
10. Link 11,  

D (20.62) Cleaning; 
hazardous material 
management; waste 

segregation and 
disposal; 

Link 12, Link 
13 

*Dataset 1 contains a total of 12490 observations 

On the other hand, Dataset 2 was used to test the 
generalizability aspects of the YAKE-GLDA approach. 
The domain keywords obtained for analyzing Dataset 1 
were also used to analyze Dataset 2. Another essential 
category of SOs prominently prevalent in the 
construction industry, i.e., textual narratives containing 
descriptions of injuries/fatalities at construction sites 
often stored in well-managed databases by safety 
professionals, is included in Dataset 2. Compared to the 
worker-reported data, the data reported by safety 
professionals is better in quality and contains longer 
descriptions [18].  

This study utilizes a sample of publicly available 
fatality/injury narratives provided by the USA's 
Occupational Safety and Health Administration (OSHA). 
Goh and Ubeynarayana [3] have used 1000 observations 

from the OSHA database and have labeled them into 11 
classification categories. Dataset 2 used in the current 
study is a subset of the 1000 labeled observations 
provided in [3]. To test the generalizability of the YAKE-
GLDA approach, harmonization of classification labels 
between the two datasets has been implemented. Hence, 
the thirteen label categories from Dataset 2 were mapped 
with the four broader category labels available from 
Dataset 1 (see Table 2). The mapping was also confirmed 
by reading the detailed description by the two authors 
experienced in the construction sector. However, not all 
11 labels could be readily mapped with the four labels of 
Dataset 1. The extended description in Dataset 2 
included information on multiple potential causes of the 
accidents/injuries, which could be mapped to different 
causes of category labels in Dataset 1 [3]. Hence, only 
mappings where a precise one-on-one mapping could be 
obtained have been included in the analysis to avoid 
inducing errors in the mapping process. As a result, 823 
observations out of 1000 available were included in 
Dataset 2.   

Table 2. Label Harmonization between datasets 2 and 1 

Labels in Dataset 2 Count Proposed Labels as 
per Dataset 1 

Traffic 63 

B (45.4%) Falls 236 
Fire and Explosion 47 

Electrocute 108 
Collapse of object 212 

C (32.3%) Caught in between 68 
Struck by falling 

objects 
43 

Exposure to 
chemicals 

29 

D (4.6%) Exposure to extreme 
temperature 

17 

Others 43 
-- (17.7%) Struck by moving 

objects 
134 

3.3 Classification of SOs with GLDA seeded 
using YAKE keywords 

The probabilistic model underlying GLDA assumes 
that document sets can be divided into latent topics, and 
each topic is made up of different words [7]. It uses 
Dirichlet distributions in the form of document-topic 
distribution and topic-word distribution and identifies the 
topic or category a particular document belongs to, using 
an iterative procedure. GLDA model uses the domain-
specific keywords extracted using YAKE for seeding 
purposes so that the words are not randomly assigned to 
a topic during initialization and the topics generated are 
human interpretable. For seeding, a non-zero weightage 
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is assigned to the domain-specific keywords during the 
initialization of GLDA. The Seed Confidence (SC) 
parameter of GLDA can control the weightage assigned 
to these seed keywords, ranging between 0 and 1. The 
overall implementation of GLDA is consistent with the 
previous work [12], which provides details on the 
involved mathematical formulations. GLDA then uses 
the YAKE generated seed keywords and the main SOs 
from the input dataset to generate document-topic 
distribution. The document-topic distribution provides 
the probabilities of a document belonging to each of the 
four categories. The SOs are labeled with the category 
showing the maximum probability. The classification 
performance is then evaluated using the commonly 
adopted F1 score metric [3,7], where the GLDA 
predicted category labels are compared with those 
present in the original datasets. 

4 Results 

4.1 Top-Keywords from YAKE 
Table 3 presents an overview of the top-10 (based on 
estimated weights) keywords extracted for each article. 
Overall, the top keywords provide an intuitive validity of 
the keyword extraction process using YAKE. For 
example, keywords such as "glove," "ppe," "wear," and 
"protect" represent the category label A, i.e., PPE.  

Table 3. Top-10 keywords obtained using YAKE for 
each category label 

A B C D 
protection safety equipment waste 

glove fire conductor material 
ppe equipment part construction 

protective risk tool recycling 
wear site employee demolition 

protect electrical material management 
hazard worker ladder project 

equipment ladder volt building 
type construction metal separate 

safety excavation expose product 

4.2 F1 scores for Dataset 1 
Table 4 summarizes the optimal F1 scores obtained 

for different category labels and the weighted F1 score. 
Optimal parameters obtained through a qualitative 
sensitivity analysis approach are also summarized in 
Table 4. The optimal F1 scores represent the maximum 
of 152 runs representing 2, 4, and 19 variations of 
hyperparameters "Alpha," "Iterations," and "SC." Alpha 
is the Dirichlet parameter for distribution over topics, 
while Iterations is the number of sampling iterations 
done by the LDA algorithm before convergence. The 

optimal total F1 score of 0.62 is obtained. The results also 
indicate a considerable variation in F1 scores for 
individual categories. The best performing category is 
"A," with an optimal F1 score of 0.801. The poorest 
performing category is "C," with an F1 score as low as 
0.37 (see Table 4). 

Table 4. F1 scores for Dataset 1 

Category F1 Score Optimal Hyperparameters* 
A 0.801 (0.01, 5000, 0.65) 
B 0.56 (0.02, 4000, 0.98) 
C 0.37 (0.02, 5000, 0.30) 
D 0.69 (0.01, 5000, 0.55) 

Total Score** 0.62 (0.02, 4000, 0.98) 
*Optimal Hyperparameters are represented using the 
following notation – ("Alpha," "Iterations," "SC") 
** For the maximum Total F1 score, the F1 score for each 
of the categories are – A (0.796), B (0.56), C (0.34), and 
D (0.69) 

 

 
 
Figure 2. Total F1 Score sensitivity with "SC" and 
'Alpha' parameters for Dataset 1 
 

Figures 2 and 3 also summarize the results from 
sensitivity analysis for the total F1 score and individual 
category labels. In both figures, four distinct points 
corresponding to a specific alpha and SC show the 
different results in variations in the parameter 
"Iterations." Overall, parameters "Alpha" and 
"Iterations" do not have a high impact on the F1 score. 
On the other hand, very high sensitivity in the F1 score 
around a critical value of the hyperparameter "SC" is 
obtained. Results from Figures 2 and 3 also suggest that 
the optimal parameters are different for each category. 

4.3 F1 scores for Dataset 2 
Table 5 summarizes the optimal F1 scores obtained  
 

455



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

 
Figure 3. Category wise F1 Score sensitivity with 
"SC" and 'Alpha' parameters for Dataset 1 

 
for different category labels and the weighted F1 
score for Dataset 2. The optimal total F1 score of 0.48 
is obtained. A considerable variation in F1 scores for 
individual categories is also observed. The best 
performing category is B, with an optimal F1 score of 
0.62. The poorest performing category is D. 

Table 5. F1 scores for Dataset 2 

Category F1 Score Optimal Hyperparameters 
B 0.62 (0.01, 5000, 0.30) 
C 0.56 (0.01, 5000, 0.95) 
D 0.24 (0.02, 2000, 0.60) 

Total Score** 0.48 (0.01, 5000, 0.30) 
** For the maximum Total F1 score, the F1 score for each 
of the categories are –B (0.62), C (0.33), and D (0.04) 

5 Discussions 

5.1 Added value of the YAKE-GLDA 
approach 

Overall, a moderate to high classification 
performance of (F1 score of 0.62 for Total data and 0.8 

for category A) has been obtained for the near-miss 
dataset representative of conditions at the real 
construction site using the YAKE-GLDA approach. Such 
classification performance is at par with the previously 
known application of YAKE-GLDA in the aviation 
industry [7]. Even for the construction industry, such 
classification performance is at par with previously 
reported classification performances obtained using 
various supervised learning approaches [3]. However, it 
is also important to note that very high levels of 
classification performance have also been reported in 
previous studies utilizing various supervised approaches 
[5]. Hence, there is still significant scope for further 
improving the classification performance using the 
YAKE-GLDA framework. However, the YAKE-GLDA 
approach has a significant advantage in reducing the need 
for manual work compared to supervised approaches. 
The automated keyword extraction process is highly 
efficient as quality information on various category 
labels can easily be obtained from domain corpora 
created using commonly available resources on the web. 
Furthermore, the GLDA does not require any pre-labeled 
dataset for learning and classification tasks. In contrast, a 
requirement for large quantities of the pre-labeled dataset 
is one of the most significant limitations for the practical 
implementation of the supervised approaches on 
construction sites [4,18]. 

Furthermore, a comparison of results obtained from 
Dataset 1 and Dataset 2 suggests a high degree of 
generalizability for the domain corpus to obtain 
classification performance across different types of 
datasets within the same industry. Typically, ML models 
trained for one set of datasets perform poorly on 
classification tasks for similar datasets from different 
sources [19]. Despite significant differences in the two 
datasets, domain corpus developed for one application 
can achieve high classification performance for another 
dataset, e.g., for categories B and C, where higher 
classification performance has been obtained than 
Dataset 1. Hence, such preliminary results of the YAKE-
GLDA suggest a high potential for rapid and broader 
implementation of the framework across different 
construction sites. 

5.2 Classification performance and ideas for 
its improvement 

One of the significant aspects affecting the 
classification performance in the YAKE-GLDA 
approach is related to the characteristics of the input data 
in the construction sector. Classification labels typically 
used in the construction industry are rarely mutually 
exclusive, creating challenges for ML approaches to 
classify the observations in a single category [3]. The 
same is also observed in the current study. Table 6 shows 
each topic's top words as directly generated by the 
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GLDA's topic-word distribution based on Dataset 1. As 
highlighted in red in Table 6, many of the top words 
between categories "B" and "C" are common. Such 
commonality in the topic words can influence the 
GLDA's classification accuracy. For example, for the 
most frequent category in Dataset 1, i.e., "B," about 55% 
of the observations were classified incorrectly. About 50% 
of these incorrect classifications were classified in 
category "C." Many ideas on managing challenges 
related to characteristics of the input data can be 
implemented in the future studies. GLDA’s ability to 
classify a single observation in multiple-categories 
should be explored. Furthermore, the unstructured input 
data need to be converted to structured data as much as 
possible. Hence, dense vector representation for the text, 
such as word embeddings, should be explored with 
GLDA to enhance the performance of the classification 
tasks[20]. 

Table 6. Top words for each category for Dataset 1 as 
obtained through topic-word distribution in GLDA. 

 
On the other hand, the domain corpus's quality and 

comprehensiveness are another significant aspects 
affecting the classification performance in the YAKE-
GLDA approach [7]. Even in the current study, 
information for some of the subcategories for category C, 
such as the information related to color-coding of 
equipment, could not be readily obtained. Hence, the 
classification performance for category C for Dataset 1 
is inferior (F1 score of 0.37). Whereas, for Dataset 2, in 
which equipment color coding-related factors were not 
available, the classification performance for category C 
is significantly high. Hence, a focus of subsequent study 
could also be to enrich the domain corpus [7]. 

5.3 Study limitations  
The current study is the first to explore the 

applicability of YAKE-GLDA approach for analyzing 
the construction SOs. Overall, several promising results 
have been obtained. However, there are significant 
limitations of the work requiring improvement.  

The current study relies on qualitative methods to 
assure the validity of the domain corpus generation and 
data harmonization process. Even though the safety-
related experience of authors has helped in the process, 
more rigorous validations relying on inputs from multiple 
domain experts are necessary.  

The analysis in this study has been focused on 
classification tasks centered at somewhat broader 
category levels. However, construction organizations 
could benefit from tracking trends for other refined 
categories. In such conditions, the value addition of the 
YAKE-GLDA approach should also be demonstrated for 
classification performance at the micro subcategory 
levels. Such detailed categories are also available in 
Dataset 1 and could be explored in future studies.  

The study's novel sensitivity analysis results also 
highlight a lack of generalizable trend in F1 scores with 
varying SC. Figures 2 and 3 indicate a steep improvement 
in the F1 score around a critical value of SC and a 
relatively invariable trend afterward. However, the 
optimal hyperparameter combination is also different for 
each category. Such a lack of generalizable trends in 
sensitivity to hyperparameters indicates potential 
consistency issues for the approach and may restrict its 
applicability for new unlabeled data. The results also 
underscore the importance of conducting a sensitivity 
analysis to obtain optimal values of the parameters to be 
used in all subsequent applications. Furthermore, more 
research is deemed necessary to fully understand the 
sensitivity of the approach on more parameters that could 
guide its applications to different construction sites. 

6 Conclusions 
The current study is the first application of an 

unsupervised YAKE-GLDA approach for the fully 
automatic classification of SOs in construction. The 
process reduces the necessity of manual intervention 
significantly, provides a moderate classification 
performance (F1 score of 0.81 for ppe category), and is 
potentially generalizable to different data sources related 
to safety in the construction sector. On the other hand, 
previously unexplored sensitivity to hyperparameters 
reveals a non-generalizable trend affecting YAKE-
GLDA's new application to an unlabeled dataset. Hence, 
future research is vital for assuring the approach's 
applicability to various construction sites. Efforts are also 
necessary for improving the classification performance 
of the approach. Finally, the study's limitations should 
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also be addressed to make an objective assessment of the 
applicability of YAKE-GLDA approach for efficient 
analysis of SOs in construction. 
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Abstract –  

The interpretation of construction contracts is 
crucial to the management and success of a project. 
Correct and accurate interpretation could support 
the smooth construction of high-quality built assets. 
Misunderstanding and omissions may lead to costly 
rework and delay. One main challenge of construction 
contract interpretation lies in the length of 
construction contracts. Therefore, the demand for 
reducing the length of such documents while keeping 
their main information elements emerges. To address 
this research need, the authors proposed to use 
natural language processing (NLP) and deep learning 
technology to summarize construction contracts (i.e., 
text summarization). There are many deep learning 
models available and developed for text 
summarization. However, their performance on 
construction contracts is to be tested. To address this 
gap, the authors proposed a new merit-based 
evaluation method to evaluate the performance of 
three deep learning models on text summarization of 
construction contracts, which were reported the state-
of-the-art performance on text summarization tasks 
in general English corpus. The proposed method 
evaluated selected models from three aspects: 
information completeness, information correctness, 
and human readability. The Distilbart model, which 
scored 5.23, 4.82, and 5.05 in these three aspects, 
respectively, outperformed the other models in all 
three aspects.  

 
Keywords – 

Deep Learning; Automated Construction 
Contract Summarization; Text Summarization; 
Natural Language Processing; Artificial Intelligence; 
Construction Management 

1 Introduction 
Construction contract is a critical type of construction 

document that details the terms agreed upon by all 
involved stakeholders [1]. In general, construction 
contracts specify critical provisions such as payment 

schedules, construction costs, and completion dates. 
Additionally, construction contracts also specify how 
disputes should be resolved when raised, and other 
procedural agreements. To ensure that all necessary 
information is included, and ambiguity is avoided, 
building contracts typically try to cover every aspect that 
might potentially be predicted [2]. Therefore, 
construction contracts may easily become too long for 
human readers to digest easily. 

The length of construction contracts places a high 
cognitive burden on their human readers and increases 
the time required to understand and process the 
contractual information. As a result, reducing the length 
of such contracts while maintaining their main idea 
emerges as an urgent research need. The main idea that a 
body of text conveys can be split into many information 
elements. Text summarization is the process of creating 
a condensed version of the body of text by retaining 
critical information elements and removing uncritical 
ones [3]. In recent years, many transformer-based deep 
learning models reported the state-of-the-art performance 
on the task of text summarization. However, because they 
were mostly tested on datasets of general English corpus, 
their performance on domain-specific texts such as 
construction contracts is not clear. 

Evaluating the performance of text summarization is 
a challenging task [4]. The majority of text 
summarization metrics were concerned with determining 
the similarity between automatically generated 
summaries and some target summaries [5]. These metrics 
assume that the greater the similarity is, the better the 
summarizations are and, consequently, the better the 
model performance is. The target summaries were 
typically generated by experts and demonstrated what a 
good summary of the entire text should look like. One 
benefit of using such metrics is that the measurement can 
be fully automated. Their shortcomings, on the other 
hand, are also significant. Certain automated metrics, for 
example, precision, recall, and f1-score at the word level, 
do not take into account the sequential order of words in 
the summaries [5]. The same set of words arranged in a 
different sequence may have a significantly different 
meaning or (in the extreme case) make no sense at all. 
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There were also metrics that take word sequence into 
account, such as the BiLingual Evaluation Understudy 
(BLEU) [6] and the Metric for Evaluation of Translation 
with Explicit ORdering (METEOR) [7]. But they are 
known to award summaries that make little/no sense or 
are difficult to read for humans. 

To address the above-mentioned problem, the authors 
proposed a new merit-based text summarization 
evaluation method that focuses on human perception of 
the summarization results. Three transformer-based deep 
learning models were then evaluated using the proposed 
method in this research: (1) Distilbart [8], (2) Pegasus [9], 
and (3) Bidirectional and Auto-Regressive Transformer 
(BART) [10]. These evaluated models were selected 
because they have been reported with the state-of-the-art 
performance on many different natural language 
processing (NLP) tasks, such as machine translation, 
question and answering, text summarization, and named 
entity recognition (NER). However, their performance on 
the summarization of construction contracts has not been 
tested to the best of the authors’ knowledge. This 
research provides an initial evaluation of the performance 
of transformer models on the summarization of 
construction contracts. 

2 Background 

2.1 Natural Language Processing 
Natural language processing (NLP) has a wide range 

of applications in the architecture, engineering, and 
construction (AEC) domain. Research on NLP in the 
AEC domain mostly focused on classifying or extracting 
information from construction documents (e.g., 
construction contracts, and building codes) for future 
processing by human or machine [11]. For example, 
Caldas and Soibelman [32] used machine learning and 
NLP in the classification of construction management 
documents. Zhang and El-Gohary [12] combined sematic 
NLP-based information extraction with automated 
reasoning to accomplish automated reasoning with 
building code requirements to support compliance 
checking. Xue et al. [13] proposed a semi-automated 
method to extract regulatory information from tables in 
building codes. Zhang and El-Gohary [14] developed a 
deep learning-based information extraction system for 
extracting regulatory requirements to support automated 
building code compliance checking. Xue and Zhang [15] 
increased the accuracy of part-of-speech tagging of 
building codes by an error-fixing method. Li and Cai [16] 
utilized NLP in the processing of infrastructure 
requirements to support compliance checking of 
underground utility lines. Le and Jeong [17] used NLP 
techniques, such as Word2Vec, to classify semantic 
relation between terminologies in transportation asset 

manuals. Dimyadi et al. [33] developed a table-based 
NLP algorithm to convert building codes from normative 
text to computable rules. Song et al. [34] used deep 
learning method to convert Korea building codes to 
predict-argument structure. Al-Qady and Kandil [36] 
leveraged sematic parsing to extract relations between 
concepts in construction contraction clauses.  

2.2 Text Summarization 
The main goal of text summarization is to preserve 

the main information elements of a body of text while 
reducing its length [3]. Text summarization systems 
allow users to obtain the main information elements of 
documents without having to read the full text. In general, 
there are single-document systems [18] that summarize 
one document at a time, and multi-document systems that 
summarize multiple documents into one summary [19]. 
Based on the approach of summarization, text 
summarization systems can be classified into extractive 
systems that extract important sentences from the 
documents [20], and abstractive systems that aim to 
generate a summary by reducing unimportant 
information from the original documents by processing 
computerized representations of text (e.g., embedding 
vector) [21].  

Literature review suggested that summarization of 
contractual clauses is challenging because of the 
difference between legal document and general 
document and the limited amount of available training 
dataset. For example, Manor and Li [37] prepared a 
dataset of contract documents and evaluated existing text 
summarization methods on it. They concluded that the 
summarization of contract documents is challenging 
because the gap between legal documents and training 
texts of existing summarization methods is substantial. 
Elnaggar et al. [38] launched a dataset of legal documents 
for the tasks of translation, summarization, and 
classification. They utilized transfer learning (leveraging 
pre-trained models) and multi-task learning (jointly 
training one model in multiple tasks) to reach the state-
of-the art performance on these three tasks on a dataset 
of a few thousand sentences. However, their research 
cannot be applied directly to this study because their 
research focused on legal documents in Europe, which is 
drastically different from construction contracts in the 
United States.  

2.3 Transformer Models 
Transformer models belong to one type of deep 

learning model that frequently achieved the state-of-the-
art performances in various NLP tasks in recent years 
[22]. The core of a transformer model is the attention 
mechanism, which transforms one sequence to another 
sequence using an encoder-decoder structure [23]. The 
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recurrent neural network (RNN) is known not to perform 
well at capturing long-term dependency. The attention 
mechanism effectively solved this shortcoming by 
learning the importance of each token and/or correlations 
between each token in the source sequence and each 
token in the target sequence during the training phase. 
However, the computational complexity of calculating 
every possible pair of tokens in each sequence is high. 
Local attention mechanisms (i.e., a subtype of attention 
mechanism) emerged as a remedy by only calculating 
attention between surrounding words [24, 25]. Self-
attention is another subtype of attention mechanism 
where the source sequence and the target sequence are 
the same [26]. Self-attention has been proven to be 
effective in tasks such as machine translation, named 
entity recognition, and text summarization. Transformer 
models are usually pre-trained on self-supervised tasks, 
such as predicting masked tokens or predicting the next 
token given all the previous tokens in a sentence [27, 28]. 

Transformer models are constructed in an encoder-
decoder fashion. The encoder receives the input sequence 
(i.e., text) in the form of embedding vectors. The encoder 
converted the input vectors to a new vector called 
“internal state” after processing them. The decoder is 
then informed of the internal state and generates the 
outputs (i.e., summary). Typically, transformers are 
trained on semi-supervised auto-regressive tasks, such as 
predicting the next word given previous words and 
predicting masked words given their surrounding words. 
However, the detail of each transformer varies. BART's 
encoder was trained to predict masked words, whereas its 
decoder was trained to predict next word given previous 
words [10]. Pegasus was trained to generate gap 
sentences between sentences [9]. The distillbart model is 
nearly identical to the BART model in most aspects 
except that it is pre-trained using knowledge distillation, 
which is a technique that reduces the size of deep learning 
models by using a larger deep learning model to train a 
smaller deep learning model. While the larger deep 
learning model is trained to generate predictions, the 
smaller deep learning model is trained to match the 
predictions of the larger model [8]. An early form of 
knowledge distillation uses data labeled by the larger 
model (instead of human annotators) to train the smaller 
model. Knowledge distillation in its current form focuses 
on matching the behavior of the output layer of two 
models. The smaller model is trained jointly to make the 
same predictions and assign the same probability of all 
predicted classes as those by the larger model [48]. 

2.4 Challenges 
The evaluation of text summarization has been a 

challenge. Most automated evaluation methods would 
compare the summarization of a specific model to a gold 
standard of summarization and generate a score based on 

predefined metrics. The more similar the machine-
generated summarization is to the gold standard, the 
higher the score will be. This type of metrics is based on 
two underlying assumptions both of which may not be 
very robust. First, it assumes text summarization has a 
ground truth, and the closer a summarization is to the 
ground truth, the better the summarization is. However, a 
text may have multiple good summaries based on 
different information organizations and expressions. In 
addition, it is hard for machines to measure how human 
readers would understand a summarization. Second, it 
assumes automated text summarization evaluation means 
n-gram similarity between machine-generated 
summarization and the gold standard. While the problem 
of the first assumption may be solved by generating 
multiple gold standards and averaging scores from all 
gold standard versions, the cost of such evaluation could 
increase significantly. The second assumption is also 
questionable because the meaning of a sentence is very 
sensitive to the sequence of words, and high word/token-
level similarity does not guarantee similar meaning. A 
slight shift in the sequence of words may completely 
change the meaning of a sentence.  

3 Methodology 
It is common to pre-process textual data before it was 

fed into deep learning models. To analyze the impact of 
pre-processing on the summarization of construction 
contracts, the authors compared performance of deep 
learning models without and with pre-processing. In the 
first setting, the textual data was fed into deep learning 
models directly without pre-processing. The inputs to 
deep learning models are therefore unaltered construction 
contract text. In the second setting, inputs went through 
the following pre-processing steps: (1) tokenization (i.e., 
break down strings of sentences into lists of words and 
punctuations), (2) lowercasing (i.e., convert all characters 
into lower case), (3) stop word removal (remove common 
words that do not carry context-specific information, 
such as “a” “an” “the”), (4) removal of number, 
punctuation, and underscores (i.e., fill-in-the-blank space 
from construction contract template), and (5) 
lemmatization (reduce inflectional forms of words to 
their base forms).  

The authors proposed a merit-based evaluation of the 
performance of the state-of-the-art deep learning 
transformer models on the summarization of construction 
contracts in this research. The merit-based evaluation has 
three steps. First, construction contract clauses that are 
suitable for the summarization text are collected. Clauses 
that do not need to be summarized (too short) or cannot 
be summarized properly (contain too much blank space 
and miss too much information) are removed in the step. 
In the second step, transformer models generate 

461



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

summaries of the selected clauses. In the third step, 
human reviewers manually evaluate the transformer 
models by evaluating the summaries generated by the 
models. 

Manual evaluation of transformer models was used to 
avoid the shortfalls associated with automated evaluation. 
Manual evaluation by domain experts, as an alternative 
to automated evaluation, can have the following two 
advantages. First, manual evaluation ensures that a 
summarization with high score is indeed easy to 
understand for human readers. Second, manual 
evaluations can effectively assess the meanings carried 
by the summarizations. The proposed evaluation 
quantifies transformer performance on three dimensions: 
information completeness, information correctness, and 
human readability. Information completeness is a metric 
that measures if a summary retains the key information 
elements from the original text. Information correctness 
is a metric that measures how accurate a summary is. A 
good summary should accurately represent the original 
full text. Human readability refers to the ease with which 
the summary can be understood. Models’ performance in 
each category is rated on a scale of 0 to 10. The higher 
the score, the better the performance is. Domain experts 
are allowed to rate performance according to their 
understanding of construction contract based on their 
construction domain knowledge. They are also required 
to maintain a high-level objectivity and consistency 
across the evaluation. 

4 Experiment 
For the purpose of this research, the authors collected 

publicly available and free-to-download construction 
contracts or contract templates online. In total, nine 
construction contracts or contract templates were 
collected [31, 39-46]. The collected construction 
contracts were cleaned to fit the needs of the research. 
Some paragraphs were removed because they were either 
too short or contained too much blank space. A dataset 
that contains ninety-two paragraphs of construction 
contracts or contract templates was prepared. After the 
dataset was created, a careful evaluation and extensive 
literature review were conducted to select transformer 
candidates for the evaluation. Three transformers were 
selected: (1) Distilbart [8], (2) Pegasus [9], and (3) BART 
[10] (Table 1). The selected models all have achieved the 
state-of-the-art performance or near state-of-the-art 
performance on the task of text summarization in large 
open datasets of general English corpus [8, 9, 10]. 
Because transformer models were usually published in 
different configurations, one configuration of each model 
was selected based on the popularity of the configuration. 
For Distilbart, the selected configuration was distilbart-
cnn-12-6. For BART, the selected configuration was 

bart-large-cnn. For Pegasus, the selected configuration 
was pegasus-xsum. These configurations were 
meaningful expressions. For example, the “cnn” in the 
distilbart-cnn-12-6 means convolutional neural network 
is used. The 12 refers to 12 layers of encoders. The “large” 
in bart-large-cnn means this configuration has a large 
number of parameters. The “xsum” in the pegasus-xsum 
means the configuration was trained on the xsum dataset 
[29]. For each model, the configuration with the largest 
number of downloads in Huggingface Transformer 
model hub [30] was selected. The selected models 
weren’t altered or fine-tuned in any way for the 
evaluation. 

Table 1. Selected Models 

Model Name Configuration 
BART distilbart-cnn-12-6 

Pegasus pegasus-xsum 
Distilbart bart-large-cnn 

Each selected transformer model generated a 
summary of each paragraph in the dataset with and 
without preprocessing of the textual data. The summaries 
were then evaluated by the authors using the merit-based 
evaluated method. All models were run on a desktop 
computer with an RTX 3090 graphic card and a Ryzen 
3950x CPU.  

5 Result 
The performance of transformer models with and 

without pre-processing was summarized in Tables 2, 3 
and 4.  

Table 2. Model Performance with Pre-processing 
 BART Pegasus Distilbart Average 

Completeness 4.62 2.12 4.70 3.81 
Correctness 4.59 2.16 4.57 3.77 

Human 
Readability 4.62 2.51 4.45 3.86 

Overall 4.61 2.26 4.57 3.81 

Table 3. Model Performance without Pre-processing  
 BART Pegasus Distilbart Average 

Completeness 4.74 4.98 5.23 4.98 
Correctness 4.72 4.6 4.82 4.71 

Human 
Readability 4.66 4.82 5.05 4.84 

Overall 4.71 4.8 5.03 4.76 
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Table 4. Model Performance Comparison 

 
With  

Pre-processing 
Without  

Pre-processing 
Completeness 3.81 4.98 
Correctness 3.77 4.71 

Human 
Readability 3.86 4.84 

Overall 3.81 4.76 

The performance of deep learning models was better 
when inputs were not pre-processed rather than when 
they were pre-processed. When the inputs were not pre-
processed, the Distilbart model outperformed the other 
two transformer models in all three aspects. This shows 
the Distilbart model could be a good choice for the 
summarization of construction contracts. For future 
refinement on the text summarization of construction 
contracts, the Distilbart model should be a good starting 
point. It is very likely that the fine tuning of the model 
will lead to better performance, which is suggested in 
literature [38]. Example summarizations by each model 
are provided in Table 5. 

Table 5: Example Summary without Pre-Processing 

Deep 
Learning 
Model 

Original Text Summary 

BART 

“Owner shall 
have a right to 

inspect the 
Work at any 

time and 
request that 
Contractor 
promptly 

correct any 
Work that is 
defective or 

does not 
conform to the 

Contract 
Documents. If 
required, the 

Work shall be 
inspected and 

certified by the 
appropriate 

state or local 
agency or 

health officer at 
each necessary 
stage.” [31]   

Owner shall have a 
right to inspect the 
Work at any time 
and request that 

Contractor 
promptly correct 
any Work that is 

defective 

Pegasus 

 
The owner of the 

property where the 
Work is to be 

performed has the 
right to inspect the 
Work at any time. 

Distilbart 

Owner shall have a 
right to inspect the 
Work at any time 
and request that 

Contractor 
promptly correct 
any Work that is 

defective 

The performance was not optimal, as no model 

achieved a score greater than six. The Distilbart model 
had the highest score among the three, making it a good 
choice for starting contract summarization for now. 
However, it is strongly recommended that a model 
dedicated to the construction contract text summarization 
task be developed (i.e., trained on construction contracts 
corpus). The task of fine-tuning transformer models has 
been identified as a high-priority area of research. 
Among all evaluation criteria, the information 
correctness criterion had the lowest average, indicating 
that increasing the information accuracy of the 
summarization is a pressing need.  

6 Discussion 
The Distilbart model outperformed the other two 

models in the evaluation. The authors attributed its 
success to its training strategy and the process of 
knowledge distillation. The BART model employed a 
decoder that had been trained to generate the next word 
given previous words in a sentence, implying that it is 
capable of generating new texts (summary). Its encoder 
is trained to predict masked words, enhancing the 
model’s robustness. The Distilbart model inherited the 
BART model’s advantages. Additionally, the knowledge 
distillation process enhanced the model’s generalizability 
(i.e., ability to generate good summary).  

The gap in the performance of deep learning models 
with and without pre-processing could be attributed to 
two reasons. First, deep learning models had difficulty in 
generating complete sentences. It is likely that stop words, 
although did not carry a lot of useful information 
themselves, were necessary for the transformer models to 
generate complete sentences. Second, the Pegasus model 
generated a lot of summaries, such as, “All photographs 
courtesy of AFP, EPA, Getty Images, and Reuters” and 
“All photographs are copyrighted.” that had no 
correlation with the core of the original text. Therefore, 
more comprehensive evaluation is necessary before 
putting deep learning models into practice in construction 
contract text summarization. The behaviours of deep 
learning models currently are not guaranteed to perform 
as users may expect. Based on our experimental results, 
the performance of deep learning model decreased when 
the construction contract input is pre-processed. 
Therefore, to increase the accuracy of summarization, 
pre-processing that was typically used in other NLP tasks 
may need to be avoided.  

7 Contributions to the Body of Knowledge 
This research makes three distinct contributions to the 

body of knowledge. First, the authors proposed an 
evaluation method for text summarization based on merit 
in three different dimensions: information completeness, 
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information correctness, and human readability. The 
proposed method ensures that the summary’s evaluated 
score corresponds to its human perception. By involving 
humans in the evaluation process, the method avoids 
awarding high scores to summaries with poor human 
perception. Second, a recommended deep learning model 
was identified for contract summarization by comparing 
the performance of three different but popular models: 
BART, Pegasus, and Distilbart. The Distilbart model 
outperformed other models on all three criteria, making 
it a good starting point for the task of summarizing 
construction contracts. Last but not least, it was found 
that in contrast to typical NLP tasks, pre-processing does 
not necessarily help in the construction contract 
summarization using deep learning models. 

8 Limitations and Future Work 
The following limitations are acknowledged. First, 

the evaluation is composed of three components. While 
these provided a relatively holistic evaluation comparing 
to the state of the art, additional factors can be included 
to provide a more detailed and comprehensive evaluation, 
such as, grammar, structure, and coherence [35]. Second, 
the proposed evaluation method necessitates manual 
efforts, which could be costly and time-consuming. 
Future research could investigate how to make the 
evaluation more efficient. In addition, human subjectivity 
may influence the outcome of an evaluation. Certain 
factors, such as personal preference and educational 
background, may influence how certain summaries are 
rated. Future research should investigate how to 
minimize the impact of human subjectivity on such 
evaluation.  

9 Conclusion 
Existing research that leverages NLP in the 

construction domain mostly directly adopted benchmarks 
and metrics from other domains, the suitability of which 
is seldom asked. In this paper, the authors proposed a new 
merit-based evaluation method for text summarization. 
The proposed method was used in evaluating the 
performance of three deep learning transformer models 
on the text summarization of construction contracts or 
contract templates. The evaluation was conducted 
manually by rating performance from three aspects: 
information completeness, information correctness, and 
human readability. Three models were selected based on 
their popularity: Distilbart, Pegasus, and BART. The 
Distilbart model outperformed the other two models in 
all three aspects. The performance of deep learning 
modes was found to be better when inputs were not pre-
processed than when the inputs were pre-processed. As 
the direct application of such deep learning model on the 

domain specific construction contracts did not achieve 
very high scores, the authors suggest that the fine-tuning 
of Distilbart model and/or retraining it based on domain 
corpus should be in the future direction of text 
summarization of construction contracts.  
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Abstract –  

In complex and dynamic construction sites, 
efficient progress monitoring and reporting play an 
important role in preventing schedule delays and cost 
overruns. Such reporting requires detailed and 
accurate records from job sites to help project 
managers in comparing project’s current state to its 
as-planned state for enabling timely corrective 
actions. Currently used manual traditional progress 
reporting is time-consuming, costly, labor-intensive 
and can be inaccurate. Recently, there has been a shift 
toward utilization of digital images and computer 
vision techniques to overcome the above stated 
limitations and automate the tasks of progress 
reporting. 

This paper investigates current practices and 
research works to provide an overview of the main 
computer vision techniques, tools and applications for 
progress monitoring and reporting using digital 
images. The paper also provides current 
achievements, challenges, and future research 
direction in this domain. According to the findings it 
can be concluded that computer vision is a promising 
path for improving the performance of automated 
progress monitoring systems in construction. 

 
Keywords – 

Progress Monitoring; Computer Vision; Object 
Detection; 3D Scene Reconstruction 

1 Introduction 
Monitoring and progress reporting are key 

management functions in delivering construction 
projects with least delays and cost overruns. In progress 
reporting, the current state of the project is compared to 
its as-planned state in order to identify unfavourable 

performance early and apply corrective actions in a 
timely manner [1], [2]. Construction progress monitoring 
and reporting encompass data collecting, storing, 
reviewing, reporting, and representing the findings in an 
efficient manner [1]. 

 It is also crucial to do progress monitoring in a 
repeated manner in complex and dynamic construction 
sites to address potential problems such as unpredicted 
costs derived from improperly performed work, 
reworking, lack of coordination, inaccurately allocating 
resources, etc. [3], [4]. However, current progress 
monitoring and reporting in construction is a challenging 
task for project managers due to inefficient manual 
systems which are time consuming, error-prone and 
labor-intensive. In addition to manual reporting and 
updating schedules based on drawings, schedules, and 
paper surveys, these systems are dependent on experts 
and their visual inspections for data collection [5].  

To address the above stated issues, it is crucial to have 
an automated system to collect and analyse data 
accurately, visualize and report the findings in an 
interpretable format for different responsible parties [5]. 
Recently, new technologies and methods have been 
introduced and applied in the construction industry to 
automate the processes of monitoring and progress 
reporting. These processes are: (a) data collection of 
captured as-built/as-is scenes, (b) data analysis of 
collected data, (c) progress estimation by comparing as-
built and as-planned information, (d) visualization of the 
results [4] as shown in Figure 1. 

In recent years, low-priced and high-resolution digital 
cameras with high-capacity memories enabled 
construction companies to make use of these cameras in 
data capturing of construction operations on sites. Digital 
cameras can produce a large number of images and 
videos on a daily basis from as-built scenes containing 
lots of useful and detailed information [5], [6]. However, 
due to different challenges in image analysis tools such 
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as computation time, accuracy and cost, the images are 
analysed manually only for documentation and data 
recording purposes. As a result, only a small portion of 
this information were utilized and the rest became useless 
[6]–[8]. With developments in hardware platforms and 
algorithms, computer vision (CV) technology improved 
significantly [9]. Computer vision is a branch of artificial 
intelligence that uses computers to obtain high-level 
understanding from visual data, like human visual 
systems. During the last decade, computer vision has 
attracted many researchers due to its wide range 
applications in enhancing automation in construction. It 
can be applied for different project management purposes 
such as safety monitoring, quality control, productivity 
analysis and progress monitoring [10].  

In progress monitoring systems which use computer 
vision techniques, the collected data are analyzed through 
different algorithms to have an understanding of the 
project’s current state, then the results are compared with 
as-planned state to find progress deviations. Computer 
vision techniques can be categorized into 3D scene 
reconstruction, object tracking, object detection and 
image segmentation [8].  

In recent years, the number of research studies related 
to automated progress monitoring and computer vision 
techniques in the construction industry has increased. 
Kopsida et al. [4] provided an in-depth review of 
automated progress monitoring steps and their related 
state-of-the-art technologies and methods. Patel et al. [11] 
explored recent developments, existing challenges, and 
future works for progress monitoring in the construction 
industry. Ekanayake et al. [12] reviewed different 
research studies regarding computer vision techniques 
for indoor progress monitoring. 

The objective of this research is to provide a 
systematic review regarding recent developments in 
automated progress monitoring using digital images and 
computer vision techniques. Also, their applications in 
construction sites, related challenges and future works in 
this domain were discussed. 

2 Research Methodology 
This research adopted a systematic literature review 

to obtain findings and developments related to image-
based progress monitoring using computer vision 
techniques. The literature was collected through search 
engine Google Scholar and academic databases such as 
ScienceDirect, ASCE, Springer, and IEEE Xplore. The 
keywords used in this study include: “construction 
progress monitoring”, “digital images”, “image 
processing”, “computer vision”, “object detection”, 
“instance segmentation”, “3D scene reconstruction”, “as-
built 3D reconstruction”, “deep learning”, “building 
information modeling”. Then the related articles from 
peer-reviewed journals and conference proceedings were 
selected through analysing abstracts and titles. A total of 
58 papers including 42 journal articles and 16 conference 
proceedings all written in the English language were 
selected and reviewed. The selected papers were stored 
by publication years, publication sources and the first 
author’s country. As shown in Figure 2. these papers 
were published over a period from 2007 to 2021 and are 
categorized into “object detection and segmentation 
techniques”, “3D reconstruction” and “review papers”.  
The year 2021 has the highest number of published 
articles related to the topic.  

Figure 3. shows country-based distribution of the 
selected articles, the United States has the highest 
number of publications, then the United Kingdom is the 
second. Figure 4. shows the number of publication 
sources. From 58 selected papers, the Automation in 
Construction journal has the highest number of published 
articles related to progress monitoring and computer 
vision techniques and after that is the Journal of 
Computing in Civil Engineering. 

Figure 1  Construction Progress Monitoring and 
Reporting Process 

Figure 2.  Chronological distribution of the 
selected articles 
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3 Results and Discussion 
An in-depth literature review reveals that three major 

computer vision techniques are used for construction 
progress monitoring and reporting using digital images, 
namely (i) 3D scene reconstruction, (ii) object detection, 
(iii) image segmentation. In this section, recent 
algorithms and technologies in these areas are discussed 
and the challenges are highlighted. In addition, the 
integration of building information modeling (BIM) with 
computer vision techniques are described subsequently in 
part 3.3. 

3.1 3D Scene Reconstruction 
In this technique, 3D representations (mesh models, 

point clouds and geometric models) are generated from 
one or multiple images taken from construction sites [13], 
[14] as shown in Figure 5. These 3D representations 
contain critical information pertinent to the current state 
of the project, which can then be compared to the as-
planned state to track and report the project progress. For 
this purpose, collected data from cameras (monocular, 
stereo, video, panoramic, and RGB-Depth) is required to 

generate the point cloud models [13], [15].  
Computer vision techniques and algorithms for 

generating 3D scene reconstruction are different due to 
the characteristics of the input images. The input images 
are categorized into single and multiple images [16]. 
Single images can be taken using regular cameras or 
RGB-Depth cameras such as Azure Kinect. The Azure 
Kinect camera can easily create as-built 3D scenes using 
streams of depth and color images. However, for creating 
3D reconstruction scenes using regular cameras, there is 
a need to calculate the depth of pixels in the images using 
computer vision techniques [17]. Eder et al. [18] 
developed and trained convolutional neural networks 
with a dataset containing RGB-D images to predict depth 
estimation of a single 360° image of an indoor scene that 
provides all information for creating the 3D as-is model.  

The multiple images are divided into (i) multi-
perspective 2D images and (ii) video sequences. In 
general, 3D scene reconstruction using multiple images 
have fewer challenges and is studied more frequently in 
the literature since they are more accurate with a higher 
level of detail compared to approaches using single 
images. In multi-perspective 2D images, several images 
with different perspectives of the objects are taken and 
create 3D scene representations based on parameters and 
poses of cameras [16], [17]. Fathi et al. [19] proposed a 
framework to create 3D point clouds using two calibrated 
cameras. The feature points captured from two video 
frames were detected using the Speeded Up Robust 
Features (SURF) algorithm. Automatic point matching 
between two video frames using Euclidean distance was 
applied and the outliers were removed using the 
RANdom SAmple Consensus (RANSAC) algorithm. 
Then triangulation was used to estimate spatial 
coordinates of the points in the frames and create point 
clouds of the construction objects on site. 

Figure 4.  Number of publication and their sources. 

Figure 3.  Country-based distribution of the 
selected articles.  

Figure 5.  3D reconstruction from captured images by 
Omar et al. [54]. 
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Video sequences can be utilized as an input for 
computer vision techniques to reconstruct 3D scenes. 
One of these techniques is the structure from motion 
(SFM) method that uses the shared information between 
consecutive frames by repeatedly extracting and 
matching features between two images, filtering outliers, 
and estimating poses of images and point clouds through 
image registration and triangulation [16], [17], [20]. In 
the study done by Golparvar-Fard  [1] unordered daily 
photographs were used to reconstruct the as-built 
environment by using the SFM technique. Creating 3D 
point cloud models and as-built data, enabled project 
management team to visualize the project’s current state 
through different viewpoints.  

3.2 Object Detection 
Due to numerous construction activities which use a 

wide variety of resources including materials, equipment, 
and workers, it is important to identify which resources 
are in the scene and which ones are involved in 
performing the task of interest [21].  Object detection is 
used to identify tracked building components  
automatically on site from the captured images and 
videos. This technique facilitates analysis of tracked 
activities and material allocation to support progress 
monitoring and reporting [22]. Object detection is a 
computer vision task that performs both classification 
and localization. Meaning that it classifies the objects in 
the captured image into pre-defined categories and 
predicts the location of each object in the image as shown 
in Figure 6.b [21], [23], [24].  

In the early stages of object detection, many 
researchers used traditional (feature-based) algorithms 
which are essentially performed in a  step-by-step process, 
requiring a specific model for each task. In these 
algorithms, the image features are extracted using feature 
descriptors such as Scale Invariant Feature Transform 
(SIFT), Local Binary Pattern (LBP), Binary Robust 
Independent Elementary Features (BRIEF) and 

Histogram of Gradients (HOG). Next, these feature 
descriptors are combined with machine learning 
classifiers such as Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), naive Bayes classifiers and 
neural networks for classification tasks [21], [23], [25]. 

Hamledari et al. [26] utilized different feature 
extraction and classification techniques such as color 
space selection, thresholding, edge extraction, and 
support vector machine to detect partitioned elements 
such as drywall, insulation, studs, and electrical outlets to 
report their actual state. Hui et al. [27] proposed a 
framework  to detect and localize bricks in video frames 
using image processing techniques such as color 
thresholding and edge detection, then estimated the 
number of the bricks on the building façade automatically 
to improve performance of progress monitoring. These 
traditional methods have limitations in model 
generalization for detection purposes since they are based 
on hand-crafted features and require significant expertise 
effort for feature selection and extraction [28], [29].  

In recent years, deep learning algorithms consisting 
of neural networks with many hidden layers, have 
provided solutions with better performance and reduced 
human involvement. This is achieved by introducing end 
to end learning process, which means that for completing 
feature learning, classification and regression tasks only 
a dataset of annotated images or video frames is required 
[28], [30], [31]. 

Many research studies have been developed using 
deep learning algorithms to monitor construction 
operations on site to support progress monitoring and 
reporting. For example, Hou et al. [6] trained Deeply 
Supervised Object Detector (DSOD) deep learning 
algorithm and detected building components including 
columns and beams automatically. Martinez et al. [32] 
proposed a framework to track progress of construction 
tasks automatically in offsite jobsites. In this research, 
Faster Region-based Convolutional Neural Network 
(Faster R-CNN) is applied to detect and classify the 
construction resources that are utilized in each task. Also 
Pour Rahimian et al. [33] developed a framework using 
computer vision techniques for building elements 
identification, integrating  BIM and virtual reality to 
provide as-built information. 

3.3 Image Segmentation 
In image segmentation, which is also named as pixel-

level classification, a digital image is separated into 
different meaningful regions to find how the interest 
objects are displayed in the image [9]. Image 
segmentation can be divided into semantic segmentation 
and instance segmentation [8]. Semantic segmentation 
refers to assigning a class label  to each pixel in the image 
as shown in Figure 6.c [34]. In instance segmentation, 
detection and segmentation are joined in one model, 

Figure 6. a) Original image b) Object detection  result 
c) Semantic segmentation result d) Instance 

segmentation result 
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making detected objects distinguishable by pixel-wise 
masks. Compared to semantic segmentation, objects here 
from the same class, can be distinguished as separate 
instances as shown in Figure 6.d [9], [23], [35]. Through 
segmenting objects of interest by predicted masks, shape 
and size of objects in the image can be identified. In 
addition, the object boundaries  can be extracted, 
providing spatial information for  further  geometry 
analysis, localization, and tracking which can assist 
progress monitoring systems [36]–[38]. Wang et al [38] 
developed an integrated framework using different 
computer vision tasks including instance segmentation 
and object tracking to monitor the progress of precast 
walls. Mask Region-based Convolutional Neural 
Network (Mask R-CNN) were utilized for detecting and 
segmenting the walls and DeepSORT for tracking walls 
through consecutive frames. Shamsollahi et al. [39] 
trained Mask-RCNN using transfer learning and data 
augmentation techniques to detect and segment HVAC 
ducts automatically for progress reporting the status of 
completed work on site. Table 1. Shows related research 
papers using computer vision techniques for progress 
monitoring and reporting. 

3.4 BIM and Computer Vision Techniques 
Through using BIM, construction entities can create 

and visualize 3D models, record, manage and analyze 
construction information. It also facilitates 
communication and collaboration among users [40]–
[43]. 4D simulation is one of the most commonly used 
BIM methods for progress monitoring, which allows 
project managers to visualize and compare as-planned 
and as-built information through semantically enriched 
3D models that are linked with project schedules [44]–
[46]. As a result, the number of studies utilizing computer 
vision techniques and 4D BIM for automated progress 
monitoring in construction sites has increased in recent 
decades [47]–[49]. For example, Kropp et al. [50] 
utilized 4D BIM to find information related to the objects 
associated with specified activities as well as motion 
information to do a simple 2D classification. To evaluate 
the model, computer vision tasks including HOG features 
and SVM classifiers were applied to recognize heating 
devices in indoor construction site from image frames. 

 Also, other integrated systems using BIM and 
computer vision techniques have the potential to support 
progress monitoring systems. Ying and Lee [36] 
Developed an automated framework that creates as-is 
BIM elements using images taken from construction 
sites. Mask R-CNN, a deep learning-based object 
recognition algorithm were applied to detect and segment 
Walls, Doors, and Lifts from images. After the 
segmentation task, the masks boundaries of detected 
objects were extracted to generate surface geometries and 
construct IFC building objects.  

Cloud-based BIM technology is another BIM 
development that provides opportunities for users to have 
access to project progress information in real-time. It is 
also a cost-effective collaboration tool that enables 
project entities to share and exchange necessary 
information through devices such as tablets and 
smartphones in different locations. This allows decision-
makers to track the progress, organize construction 
schedules and apply early corrective actions [51]–[53]. 
Deng et al. [43] developed a method using computer 
vision and BIM to automatically measure and visualize 
the progress status of tiles. Computer vision techniques 
including local binary patterns (LBPs) and SVM 
classifier were used to identify tiles and the improved 
edge detection algorithm was applied to extract 
boundaries of the installed tiles from digital images. By 
using camera calibration and BIM model information the 
real tile area was calculated and the results were 
transferred to the BIM cloud platform for progress 
visualization.  

Table 1. Applied computer vision techniques for 
progress monitoring and reporting. 

4  Research Challenges  
Despite many advances in implementation of 

computer vision tasks for progress monitoring, still some 
limitations are existed that need to be discussed. Some 
3D scene reconstruction  related issues are (1) lack of 
automation level in all the required steps for creating as-
built models such as data collection and removing 
outliers. This increases, the operation time, and errors in 
the models [14], [15]; (2) Lighting conditions, occlusions, 
and cluttered backgrounds are unavoidable in 
construction sites which make 3D representations 
incomplete and noisy [13], [62]; (3) limited operating 
spaces in indoor environments [13]; (4) incapability  of 
existed techniques in reconstructing of building elements 
with complicated geometric shapes (cylindrical, 
spherical, L-shaped, etc.) which mostly are in indoor 
environments [17]. The main challenges currently 
encountered in object detection and segmentation in the 

Technique Objectives Ref. 

3D scene 
reconstruction, 

Creating as-built 3D 
model to  visualize the 
project’s current state. 

[5,18] 
[49] 

[54]–[59] 

Object 
detection,  

Detecting construction 
components to acquire 
progress information. 

[6,27,32]
[33,36] 
[38,39] 
[60,61] 

Image 
segmentation 

Recognizing regions of 
objects in the image for 
spatial analysis and 
track the progress. 

[26,33] 
[36], 

[38], [39] 

471



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

construction industry are (1) lack of available open-
source datasets of building elements for training models 
in a timely manner; (2) existed models are not 
generalized yet to detect different building elements 
through one model; (3) Lighting conditions, occlusions 
experienced on jobsites, camera movements, and limited 
view range have a negative effect on detection and 
segmentation performance [6], [26], [38], [61], [63]. 

5 Conclusion and Future Work 
This research study described the importance of  

automated progress monitoring and introduced research 
on computer vision techniques. Next, a systematic review 
of articles published in journals and conference 
proceedings was carried out focusing on recent 
applications of digital images and computer vision 
techniques for construction progress monitoring and 
reporting. Also, integrated frameworks using computer 
vision tasks and BIM were discussed. The challenges of 
these techniques including 3D scene reconstruction, 
object detection and image segmentation in construction 
industry were identified and summarized. In future, more 
research study is required to improve algorithms in terms 
of accuracy and speed for generating the point clouds and 
object recognition purposes. Computer vision tasks can 
be linked with BIM automatically to create as-built 
models. Also, integration of computer vision techniques 
with tracking technologies such as radio frequency 
identification (RFID) and ultra-wide band (UWB)  need 
to be investigated to provide more information about the 
current state of the project and generalize their 
applications on complex construction sites [12], [13], 
[15].  
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Abstract –  

Construction is looking closely as Industry 4.0 
paradigm (I4.0) transforms many processes in 
Manufacturing. Technologies associated with I4.0 
were born out of the ever-present necessity of 
automation (and integration) on the shop floor, as 
well as of better management in product lifecycle 
with computer-aided software. Although indeed 
relevant outside Manufacturing, it is yet not clear 
how to transpose and apply some I4.0 technologies – 
for instance, Digital Twins (DTs) – outside the 
context of a factory or of complex, one-of-a-kind 
products. Many researchers and software companies 
from Architecture, Engineering, and Construction 
(AEC) and Facilities Management (FM) sectors are 
already working with an ill-defined concept of a DT, 
and some difficulties had arisen in dissociating it 
from Building Information Modeling (BIM). 
Without a direct counterpart outside AEC/FM, the 
practice of BIM could be likened to Product 
Lifecycle Management (PLM). Aiming at creating a 
clearer picture of where, when, and what should be a 
DT on AEC/FM, through literature review, 
clustering of common terms found, and a conceptual 
engineering approach, the present work develops a 
concept of DT, and layout differences between it and 
BIM model. It is advocated that DTs should be more 
about “functional models” for simulations than 
“product models” for information visualization and 
organization. As a result, DTs could be used to 
predict “behavior”, and thus enhance and transform 
management, operations, and maintenance practices. 
In doing so, there is yet a set of challenges that need 
to be addressed before one could create and employ 
properly Digital Twins in Construction.  

 
Keywords – 

BIM; Digital Twin; Simulation; Industry 4.0 

1 Introduction 
Construction is looking closely as Industry 4.0 

paradigm (I4.0) transforms processes in Manufacturing, 

following the digitalization (the use of digital 
technologies) phenomena which are underway in every 
aspect of our life in society.  

Although indeed relevant outside Manufacturing, 
technologies associated with I4.0 were born out of the 
ever-present necessity of automation and integration on 
the shop floor, as well as of better management in 
product lifecycle with computer-aided software.  

In a way, I4.0 development is an evolution of the 
quest for a Computer-Integrated Manufacturing (CIM), 
which Construction had also shared in the past, with its 
analogous Computer-Integrated Construction (CIC) [1] 
– a digital representation of the factory or of the 
manufacturing/construction process to control 
automated machines, robots, and even cyber-physical 
systems. Beyond that, there is the operation of the 
manufactured item / built environment that could be 
leveraged likewise with I4.0 technologies – although it 
could only make sense in complex, or automated 
products or systems. 

Regardless its importance, it is yet not clear how to 
transpose and apply some I4.0 technologies – for 
instance, Digital Twins (DTs) – outside the original 
context in which it was first conceived, in factories or 
for operation of mechatronic systems. 

DTs are already being explored by many researchers 
and software companies from Architecture, Engineering, 
and Construction (AEC) and Facilities Management 
(FM) sectors [2]. However, due to an ill-defined concept 
of DT, some difficulties had arisen in dissociating it 
from Building Information Modeling (BIM). BIM had 
been the backbone of all recent advances in 
digitalization throughout the entire lifecycle of the built 
environment.  

BIM (and Virtual Design and Construction (VDC) 
[3]) practices have not a direct counterpart in other 
industries but could be likened to Product Lifecycle 
Management (PLM) [4][5], as encountered in 
automotive and aerospace industries, for example. 
Marketing around the idea of BIM made researchers of 
other fields, for example from the naval industry [6], to 
dedicate some attention to its particularities, but in 
reality, it is not an entirely different technology from 
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CAD/CAE/CAM or PLM practices.  
Aiming at creating a clearer picture of where, when, 

and what should be a DT for AEC/FM, through 
literature review, clustering of common terms found, 
and a conceptual engineering approach, the present 
work develops a concept of DT, and layout differences 
between it and BIM models. 

Although BIM models could be a framework for all 
information (geometric, material, and so on) about 
assets, it is advocated in this paper that Digital Twins, at 
its core, should be more about “functional models” for 
simulations [7], which could be used to predict 
“behavior”, and thus enhance and transform 
management, operations, and maintenance practices.  

As one example, a DT composed of a set of models 
to simulate ageing in infrastructure, and employing 
historic data collected from structural health monitoring 
system to fine tune the models, could not only provide a 
safer approach to preventive maintenance, but also both 
retro feed information for better and optimized design 
(data-driven approach) as well as help in wisely 
management of scarse resources to the most needed 
infrastructure assets in a city, or country. Would such 
DT be possible to build and work with our technologies 
and knowledge?  

So, this work aims to demonstrate that BIM and 
Digital Twin are different practices and are 
implemented in distinct systems. In this way, a new set 
of challenges and research questions arises, which need 
to be addressed before one could create and employ 
properly Digital Twins in Construction. 

2 Understanding BIM 
BIM could be viewed as part of a tradition in 

creating, organizing, and visualizing information inside 
computer systems about the design, construction, and 
operation of a product.  

That tradition started with CAD (Computer-Aided 
Design) systems, which were developed to increase 
productivity and decrease time-to-market in engineering 
new products [8]. From a software to “draw lines” and 
produce technical documentations, to feature-based 3D 
solid modeling, not only drawings but the entire design 
process was transformed with the use of CAD – and 
later of CAM (Computer-Aided Manufacturing) and 
CAE (Computer-Aided Engineering) systems to deal 
with fabrication, simulation, and its intertwined 
relationship with design.  

At the same time, came the recognition that CAD 
files, and all engineering knowledge of one enterprise, 
could be somehow managed by computer systems as 
well: there was the necessity to create a framework to 
link all data produced. 

Figure 1 illustrates the evolution of such systems, 

from the use and development of CAD Data 
Management to the PLM of today, for managing all the 
data related to a product or all products of an enterprise, 
from initial ideas to design, engineering, manufacturing, 
operation, maintenance, and disposal. 

In the Architecture, Engineering, and Construction 
(AEC) sector, a similar trend started to be conceived at 
the end of the 70’s: “… the design of a computer system 
useful for storing and manipulating design information 
at a detail allowing design, construction, and operational 
analysis” [9].   

 
Figure 1. The Evolution of PLM [8] 

Without the right technology to put idea into 
practice at the time [10], it was only years later that 
BIM authoring software started to appear in the market 
and being adopted by architects – and it was first 
likened as the evolution of CAD (Computer-Aided 
Design) programs. But from the outset, BIM had been 
conceived as a practice, and its associated software tools, 
that occurs throughout the lifecycle of the built 
environment.  

Although sometimes BIM was used as acronym of 
Building Information Model [11], opting for Modeling 
emphasizes the process of using building information 
models, as is the case in PLM practices.  

Thus, BIM could be viewed as “a socio-technical 
system that ultimately involves broad process changes 
in design, construction, and facility management” [4]. 
The object-oriented nature of BIM 3D modeling, and 
the highly fragmented platform of software tools for 
different disciplines in the project of a building, for 
example, is among the particularities which 
distinguishes BIM from other similar systems – and the 
inherent “multi-dimensional nature of the BIM domain” 
[13].  

All the existent workflows with BIM models 
throughout the lifecycle of the building, potentially 
bring to attention the problem of interoperability, which 
now is addressed by the IFC (Industry Foundation 
Classes) open data schema.  
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The marketing around such a ‘disruptive’ solution to 
Construction known problems, leaded people from other 
segments to consider using BIM, instead of considering 
PLM for their business [6]. However, BIM and PLM are 
similar approaches to the same problem [5][4]. 

As Digital Twins were first thought in the context of 
PLM [14], there is this potential ill-defined concept of 
DT which likens it to the BIM model itself. Nowadays, 
at least two different development paths connect BIM 
with Digital Twins: Digital Twin of products – 
operation and Digital Twin of Factories – 
manufacturing, production. 

Firstly, for BIM practitioners, a new trend started to 
be relevant: how to manage information around old 
buildings and infrastructure using BIM software tools, if 
all the design process were done without a digital model.  

The use of laser scanning technology – as the service 
to employ it decreased considerably – and 
photogrammetry – as the quality of the calculated 
geometry increased – lead to a trend that many started to 
call “creating the Digital Twin” or a high fidelity, and 
digital, model of the built environment. It has been used 
for facility management, and even Heritage BIM 
(HBIM) [15].  

Secondly, even if 4D BIM models are already used 
to manage and control production onsite (and there is a 
natural synergy between BIM, Lean management 
practices, and I4.0 technologies), the lack of 
development, and the difficulty in the representation of 
construction processes (IFC schema has entities 
representing processes inside the Construction Industry), 
had been lead to underachievement with regard to the 
foreseen potential of BIM – in fact, BIM models are 
mostly Product models [16], lacking a due 
representation for processes information. 

In trying to differentiate DT from BIM, an important 
fact is that although the idea of a “[…] Digital Twin 
started off relatively sparse as a CAD description […], 
in recent years it is becoming actionable” [14]. The 
meaning of the term actionable is given as such: “We 
can now simulate physical forces on this [CAD] object 
over time in order to determine its behavior” [14]. 

BIM models being analogous (although it contains 
semantic information) to CAD objects, one could argue 
if the simulation should be addressed inside the idea of 
BIM, or if it should be a synergetic action alongside it. 

3 The role of Twins in the industry  
As already mentioned, the original idea behind what 

now is referred to as the ‘Digital Twin’ was first 
presented by Dr. Grieves [14] in the context of a PLM 
course. With the advancement of the digital 
technologies, researchers started to evaluate the 
possibility of ‘exchanging atoms for bytes’ [17] – 

instead of building and relaying in prototypes, decision 
making in design would be based on computer models 
and digital simulation.  

The term Digital Twin appeared for the first time in 
the context of spaceship development inside NASA 
with the following meaning: “The digital twin concept 
is an approach to enable a suite of comprehensive 
multidisciplinary physics-based models that represent 
all of the physical materials, processes, and products, 
and ultimately incorporating these capabilities in the 
production and operation of spacecraft” [18].  

One use for DTs would be to overcome current 
practices in product development aiming for 
performance. Current practices “[…] are largely based 
on statistical distributions of material properties, 
heuristic design philosophies, physical testing and 
assumed similitude between testing and operational 
conditions” [19]. Part of that change would be to focus 
on data-driven approaches, but also on different kind of 
models, which could be likened to the DTs. 

It is important to recapture the necessity of a Twin 
as first experienced in reality [14]. Few controverse do 
exist around when the concept of a twin emerged in the 
industry, and it could be associated with the Apollo 13 
Mission. Throughout many different project series to 
achieve know-how in space travel, NASA developed 
different physical simulators (15 were in use at the time 
of the Apollo 13 mission), so it could use them to 
prepare all team personnel and do diagnostics and test 
solutions to problems reported from the equipment 
traveling in space, which are inaccessible to the 
engineers on Earth. In the advent of problems detected 
with the flight of Apollo 13, NASA scientists and 
engineers had to rely on their physical simulators, and 
on data sent from the real Apollo 13, to test procedures 
and bring back the astronauts alive. What NASA needed 
was a solution to predict how systems respond to the 
environment, to the physics of the real word using 
computers. 

Today, there are also initiatives in building Digital 
Twins of factories, and its shop floor, where the focus is 
production optimization, to study different scenarios 
with new machines, and robots, new shop-floor layouts, 
without stopping production – and only stop it for a few 
hours to make changes.  

4 Between BIM and Twin 
As is happening in the AEC-FM context with BIM, 

inside the PLM context there are also difficulties in 
separating and understanding the relationship between 
PLM and DTs. Among the differences pointed out in 
[20], Table 1 summarizes the dynamic aspects of 
accessing both systems, considering system-based data 
structures for DTs.  
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What could be highlighted from Table 1 is that DTs, 
differently from PLM system, could be inherently 
connected to IoT (to receive real-time data) and to Big 
Data Analytics (for processing), which make it more 
dynamic, with the possibility of working with data 
streaming.  

Table 1. Comparison between PLM and Digital Twins 
(Adapted from [20])  

Criteria PLM Digital Twin 
Data 

exchange 
Mainly document 

exchange; 
Collaborative 
access to the 
documents; 

Microservices; 
Via the IoT-

platform; 

Real-time 
data usage 

Storage; 
Simulation within 
the linked models; 
Hardly possible in 

document-
centered structure; 

Machine learning 
within IoT-
platform; 

Cross-impact 
analysis within 
system model; 

Integration of Big 
Data algorithms; 

Although many elements are expected to be present 
in a Digital Twin, one should pounder the questions: 

• If what constitutes a Digital Twin depends on the 
existence of a real-time link (data flow) between 
the real object and its digital representation, it is 
impossible to have a Digital Twin in the Design 
and Planning Phase, where there is not yet a real 
object – in some areas, in these phases it should be 
called the Digital Thread; 

• Timeseries data being important, for what reason it 
should be used, if not to simulate what is 
happening with the real object, and to gather 
knowledge that helps to understand better that 
specific built environment against theories, 
knowledge, and experience?; 

• What is the use of a high-fidelity 3D model? Just 
for documentation or traditional management 
(BIM-HBIM)? In simulation scenarios, would this 
high-fidelity geometry really be used, or a more 
abstract model should be used to be 
computationally tractable? Think of the simplified 
models for simulating building energy; 

 All the raised concerns are somehow tied to the idea 
or ability to simulate a more realistic scenario based on 
real geometry or real data, or both. Also, it depends on 
the purpose of the simulation, and in the capacity of a 
computer to really simulate and predict behavior of the 
system based on the involved variables. 

There is emphasis on the link between the real and 
the virtual spacecraft, but the data could only be 

leveraged by means of the existence of models that 
relates input to behavior. For what purpose one needs “a 
suite of comprehensive multidisciplinary physics-based 
models” if not to simulate it on the computer, and 
predict its behavior in each scenario?  

Recently, an increased number of research have 
been dealing with DTs in Construction. The differences 
of BIM and Digital Twin were addressed in the 
literature [21]. But the results of a systematic review of 
such a theme (a cross-learning between entirely 
different industries) inside a given community (i.e., 
AEC-FM) will largely depend on how the first authors 
interpreted and conceived a framework for, and a 
definition of, DT to be used in Construction –the 
conclusions could lead to propagating a biased 
definition.  

4.1 Digital Twin in Construction 
The methodology employed in this research 

consisted in doing a literature review, analysis of the 
relevant articles which helped in finding not only 
frequent terms and concepts associated with BIM and 
Digital Twins and using those concepts to build the 
concept of a Digital Twin following a Conceptual 
Engineering approach. 

A search in the Scopus database with the combined 
term (“BIM” OR “Building Information Model*”) 
AND “Digital Twin” returned 258 results, in February 
2022 – the first result from 2017, and some from 2022. 
Two of the most cited articles provide disparate “visions” 
over the definition of a Digital Twin for Construction: 1) 
Focusing on the entire lifecycle of the built environment, 
authors see the Digital Twin as one evolution of BIM 
[22]; 2) Focusing on the operation phase, DT are BIM 
models for predictive behavior based on data from the 
real asset  [23]. 

Performing a Semantic Analysis in the text of the 
abstracts of all the 258 results, considering the words 
found in each text, forming features of one and two 
words to characterize the topics discussed in each article, 
and then performing a Clusterization with KMeans, 
provided one analysis tool to investigate which concepts 
are commonly associated with DTs, and how they are 
associated with BIM and its predicted evolution. 

Looking into the results of Literature Review, the 
relationship between BIM and DTs, as seen by the 
majority of researchers in the AEC-FM field, could be 
largely divided between two approaches.  

As an example of the first proposition [21], BIM 
models should evolve to become the de facto DT for 
Construction. Between BIM and Digital Twin (a 
transition or evolution from one to another), there would 
be 5 steps: ‘BIM+Simulation’ (considering that most 
common use of simulation with BIM models), 
‘BIM+Sensors’, ‘BIM+AI’, and finally Digital Twin. A 
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highlighted point here is the importance of simulation in 
this approach: without it, there is no DT.  

The other proposition recognizes that DTs is a 
different thing from BIM, but both could be employed 
together for a different use. One example was presented 
by [24], with their Digital Twin Construction (DTC) 
emphasizing the act of building (production on a 
construction site) with a Digital Twin.  

Also, looking into both propositions, one could 
identify at least two different types of DTs: one for the 
operation of the asset itself; and other for the production 
onsite (or even offsite). Both twins could be associated 
with data from the real twin obtained by a set of sensors. 

4.2 Conceptual Engineering Digital Twins for 
Construction 

Following a Conceptual Engineering approach, 
which “aims to revise rather than describe our concepts” 
[25], and is a more general approach than Conceptual 
Analysis, a proposition on understanding DTs for 
Construction is made. 

However biased, let’s consider the role of simulation 
in the digitization process, and how it enables the 
integration (it blends more naturally around) of other 
I4.0 technologies such as Internet of Things (IoT), 
Cloud and Edge Computing, Big Data Analytics, 
Artificial Intelligence, and Cyber-physical Systems 
(CPS). 

This consideration. while true to the first application 
of the terminology or idea of a (digital) twin presented 
in the literature, it emphasizes the role of simulation, 
rather than emphasizing the real time link with the real 
counterpart (which is needed), as the core of the 
technology – while using it to highlight the challenges 
in implementation for buildings and construction sites. 

In that way, the meaning of the Digital Twin 
technology was analyzed to elaborate a definition that is 
useful for the particularities of the Construction sector. 
During reasoning, it was considered one definition to 
encompass at least two different applications of Digital 
Twin for Construction: DTs of the production on the 
construction site; and DTs of the built environment 
itself, be it a building or infrastructure.  

Figure 2 illustrates the reasoning behind the analysis. 
In the term ‘Digital Twin’ there is the two terms: 
‘Digital’ which means that the DT exists only inside a 
computer; and ‘Twin’, meaning that there is a real 
counterpart, and there is a link or relationship between 
the real and the digital. Following the reasoning, by 
‘Digital’, there is the data, or the ‘Representation’ or 
‘Model’, and there is a program that uses that data to do 
something – the use of a Digital Twin. The link or 
relationship is in fact a ‘Data Flow’ from the real twin 
to the program that runs based on the ‘Model’ and the 
‘Data Flow’. 

Delving further the concepts, the ‘Model’ could be a 
‘Product Model’, as BIM models could be understood to 
be [16], and more importantly for this context, the 
‘Functional Models’ or ‘Dynamic Models’ – how the 
current state of model should evolve on the computer 
with time and data that comes from the real twin. So, 
with this reasoning, the ‘Program’ is a ‘Simulation’ or a 
routine to ‘Control’ the real twin based on mathematical 
representation and a real time data, making a feedback 
loop.  

 
Figure 2. Concept Engineering for Digital Twin 
in Construction. 

In the end, the simulation allows the ‘Management’ 
and / or ‘control’ of the real twin. So, the Digital Twin 
should be used to manage or control a real system and is 
comprised of a product model and at least on functional 
model that allows the state of the model to change based 
on external data and a representation of its inner work. 
In that way, although it is possible to have general 
functional models, they could be specific based on 
parameters and real data streaming.   

In that definition of a Digital Twin for Construction 
(Figure 2), it is also illustrated where other technologies 
associated to the Industry 4.0 concept could be linked 
with it. 

Two points that makes the task to understand the 
digital twin of the built environment: 1) when one 
conceives the digital twin of a factory, or the digital 
twin of a turbine, it is implicit that dynamic models of 
the robots in the factory and of the manufacturing 
processes with its transportation and feeding 
mechanisms, and the mechanical behavior of the turbine 
do exists; 2) to have sensor information about one thing 
without having a numerical model in which that data 
could be used as input, relegates to just data analytics or 
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business intelligence – the only connection possible 
with the building model is done by human interpretation 
of the data.  

4.2.1 Implications of the proposed concept for 
DTs 

1. The nature of the digital models 

As data structure of both PLM and DTs are based on 
“multiple partial interlinked models” [20], as also is the 
case in BIM, one import question to be addressed is 
how to simplify development of DT models, and how to 
integrate those models in a specific simulation. 

If DTs are the combination of functional models and 
a simulation engine, and the object to be simulated 
depends on different physical phenomena that works at 
the same time in the object, one could investigate the 
state-of-the-art of simulating multi-body, multi-physics, 
and multiscale simulations in other fields. 

As for advanced fabrication methods, there would 
even concern about multi-dimensional modelling of 
materials to understand properties of components or 
parts designed for additive manufacture.  

Also, hierarchical models should be considered, as 
for example, in the case of building simulations which 
could become part of cities simulations – as the case of 
DT applied to urban planning and city infrastructure 
management [26]. 

One implication of that discussion is that in many 
applications, the model used to simulate some physical 
phenomena, it is an abstraction or simplification of the 
real object – take in consideration the use of bond 
graphs for simulation [27]. Thus, point cloud-derived 
BIM models should be less than a desire as the 
representation for a DT application, being better for 
visualization and documentation – which are already 
BIM uses, and not DT uses. Current building 
simulations use a simplification of the 3D building 
geometry. Fidelity or High Precision or Accuracy in 
geometric form are sometimes against limited 
computation resources in doing simulations. 

What need to be clear in deciding the model 
representation for a DT, is that it is directly associated 
to its intended use: for example, one thing is a model of 
the fabrication process – a Digital Twin of the shop 
floor for prefabricated timber wall panels, or a Digital 
Twin of onsite operations – and other thing is for the 
Operation of the Product itself – a Digital Twin of a 
Building, or Bridge.  

2. Applications of DT in the lifecycle of the asset 

From all the pioneered works on DTs, it is possible 
to list three main applications of DTs in Construction: 

• The most obvious is to have a DT of a building, 
facility, or infrastructure for operation, 
management, and maintenance. The physical 

representation could be derived from BIM models, 
or acquired by reality capture techniques, and 
simulations could be very specific to a given end, 
such as optimizing operation to save energy, or to 
predict structural failure, and would involve 
Computational Fluid Dynamics (CFD) and Finite 
Element Methods (FEM); 

•  One of the most important and difficult to 
implement would be the DT for management and 
control of production on construction sites, due to 
the nature of the activities, and the difficulties of 
tracking people, material, equipment, and building 
components on site. Also, the nature of the 
simulations which involves teams of workers, and 
many dynamic and unpredictable aspects should 
prove expensive to provide a meaningful result. 
Probably, simulation would be based on Discrete 
Event Simulation (DES); 

• The most advanced use would be in automated 
activities in construction, where digital fabrication 
is possible, and the entire process of automation 
and control could be based on DT models. In this 
scenario, a Digital Twin-driven Cyber-Physical 
Systems could be employed, such as 3d-printing 
houses;  

4.3 Challenges 
Despite the lack of consensus around what is a 

Digital Twin, what few works addressed is what are the 
differences between new DT and “old” BIM models and 
practices. Also, what are the challenges in terms of 
development and implement of DT in Construction? As 
one could argue, there exists few if any applied DT 
worth of mentioning.  

As is advocated in the previous section, the main 
difference could be stablished as the simulation core 
capabilities of DTs, against the management and 
visualization of information of BIM. Although some 
kind of simulation is already applied in design phases, 
simulation in the context of DT have a different nature, 
and a different proposition. 

When one starts to consider simulation possibilities 
in Construction, what could be highlighted is the large 
presence of manual labor in production, and of artisanal 
practices on the field – even if it is more common some 
industrialized practices for prefabricated houses and 
apartments all around the world.  

Few published articles addressed the questions about 
simulation of construction processes or simulation on 
the context of building operation and infrastructure 
maintenance.  

4.3.1 People and Education  

The first challenge is who will model, and how DTs 
will be modelled, if the professionals of the sector are 
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not well versed in that kind of technology? Modeling 
for simulation, and the know-how to deal with IoT 
systems and data flow is yet beyond the common 
knowledge received at academic institutions.  

4.3.2 DTs Uses 

One reason for that is the main challenge ahead to 
the way to adopt Digital Twins in Construction: how to 
simulate something that largely depends on human labor? 
How to predict the performance of each system that 
comprises a building, i.e., structure, envelope, etc… 

4.3.3 Automatic Onsite Monitoring 

Another challenge is how to improve and make 
widespread onsite monitoring, how to integrate with 
more predictable manufacturing outputs of prefabricated 
building components, and how to integrate logistics and 
the supply chain?   

4.3.4 Digital Fabrication and Automated 
Construction 

As the industrialization process becomes the norm in 
Construction, and the lack of construction works 
become a reality in more countries, further automated 
processes, mainly in production, would increase the 
need of a simulation tool both to test different 
approaches, as well as to control the process in real time, 
and to respond to deviations of the plans accordingly.   

5 Conclusions 
Digital Twins are core components of the Fourth 

Industrial Revolution based on the digitalization 
phenomena. It could play an important role on the 
global efforts to promote productivity and 
competitiveness in Construction Industry.  

Although current practices of BIM could evolve and 
encompass the functionalities and workflows of the use 
of a Digital Twin, it seems more naturally and less 
complex that both work in a synergetic manner towards 
the end of management.  

As core BIM practice is around product models, it 
will be interesting to enhance the simulations that could 
be made possible with adding functional models and 
data acquired from sensors to use it in the operation and 
maintenance of infrastructure and in Building 
Management Systems (BMs).  

Four challenges were enumerated based on the 
proposed approach to DTs. These challenges should be 
addressed so that BIM models of today could work 
alongside the Digital Twins of the near future. 

Future research should address how current 
simulations related to buildings, infrastructure, and 
onsite construction could be leveraged to work with 
enriched BIM models, and with data streams from 

sensors. Not only better management and maintenance 
practices could be achieved, but also feedback for 
optimizing design and planning for new projects. 
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Abstract  

After the COVID-19 outbreak, a new concept of 
building maintenance (BM) systems is needed 
because current approaches highly rely on physical 
contact between workers, engineers, and managers. It 
imposes health and safety risks as increasing concerns 
about infections and spreads. This adds burdens to 
take unavoidable close contact and health risks to 
building owners, occupants, workforce, and society at 
large. In this respect, a new BM system was developed 
that enables reliable virtual communication and 
reduces BM response times by filling gaps between 
users and building managers. The proposed system is 
based on a concept of a cyber-physical system (CPS) 
using augmented reality (AR) and building 
information modeling (BIM) to promote non-contact 
building management. In this system, AR plays an 
important role in inspecting and visualizing defects in 
the real world, and the detected defect information is 
stored and managed by cloud-based BIM in 
cyberspace. This paper focuses on data visualization 
and management in the CPS-based non-contact 
building management system. A cloud-based 
database and mobile application are developed for 
data management purposes. In addition, this paper 
presents BIM data exchange and visualization in AR 
applications. Target image-based localization and 
tracking in BIM are also tested. The test results 
showed that the model alignment and localization 
accuracy are reliable for building maintenance works. 
Using the new BM mechanism, we expect that the 
related workers, building owners, and occupants will 
experience a reliable building maintenance process 
based on CPS-based information exchange from both 
users and facility managers while maintaining social 
distance. 

 
Keywords – 

BIM; AR; CPS; Building Maintenance System 

1 Introduction 
Although the accelerated number of vaccinations 

reduces the risk of infection, People's lives are still very 
different from before the Pandemic. After the outbreak of 
the tragic virus, many people want to minimize physical 
contact with others, and this trend may continue even 
after the COVID ends. For this reason, many health care 
and medical fields have been developing non-contact 
health care systems using cyber-physical systems (CPS) 
[1–3]. For example, Shah et al. presented a non-contact 
medical CPS framework with wireless sensing systems 
to monitor patients' physical activities [2], and Al-hababi 
et al. proposed a non-contact sensing network for post-
surgery monitoring with artificial intelligence (AI) [3]. 
However, the study on non-contact systems for building 
maintenance and construction management is still 
lacking. Especially after the pandemic era, the need for 
the non-contact system is emphasized more because 
people spend more time indoors and are reluctant to 
physically contact others for maintenance and repair 
tasks.  

Typical building maintenance is processed by the 
following steps: 1) reporting maintenance issues to 
facility managers or operators, 2) hosting a repairperson 
or contractor, 2) communicating face-to-face about the 
issue at hand, and 4) repairing defects and checking. 
Traditionally, physical contact between the occupants 
and maintenance workers is inevitable. Recently, some 
apartments have introduced a web-based maintenance 
system, in which the residents need to report the defects 
on the management website, and building managers carry 
out the maintenance work based on the resident's reports. 
In this way, the maintenance technicians can repair the 
reported defects without face-to-face instruction. 
However, repair request information provided by 
building occupants may be incomplete and inaccurate. 
For the correct maintenance work without the guidance 
of occupants, the occupants should fill in highly detailed 
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information such as the type, location, and size of 
building objects where the defects are found. It can be 
troublesome, time-consuming work for nonprofessionals. 
Moreover, in most cases, the repairpersons leave a hand-
written report for their maintenance jobs, which also 
makes it difficult for occupants to understand what is 
done. To address the challenges in the current BM 
process, this research intends to devise a contact-free 
process for building maintenance and repair by enabling 
non-contact communication and information transition 
between occupants and building managers in a cloud-
based building information model (BIM) 

BIM is an intelligent digital representation of a 
building or other infrastructure entity such as a road [4], 
bridges [5], and tunnels [6]. BIMs represent the digital 
revolution's most important contribution to the 
architecture/engineering/construction (AEC) industry. 
BIM can account for all components of a building, 
including walls, floors, ceilings, columns, stairs, railings, 
doors, windows, wiring, plumbing, and HVAC systems 
[7–10]. It can store semantic information that describes 
each component's appearance, dimensions, weight, 
material, thermal performance, and other physical 
properties [11]. BIM supports decisions [12] and 
facilitates convergent collaboration [13] throughout a 
building's life cycle. During the operation and building 
maintenance phase, BIM can help owners monitor, 
maintain, renovate, and repair a building [14], assure its 
security [15], optimize its safety [16], and track its assets 
[14]. Therefore, by offering a single source of building 
data and streamlining data exchange, implementing 
cloud-based BIM for non-contact BM systems can 
benefit a broad population of architects, engineers, 
contractors, facility operators and managers, and building 
occupants.  

With the advantages of BIM, we propose a novel CPS 
using augmented reality (AR) enabled-BIM. The main 
objective of this system is to achieve non-contact 
building maintenance in preparation for post-COVID-19 
by providing a way of managing inspection data in cloud-
based BIM and visualizing inspection data with AR 
application. In the proposed system, the building 
occupants can upload maintenance requests simply with 
a smartphone app instead of a traditional burdensome 
reporting process. This research is driven by the 
hypothesis that the physical contact between the BM 
stakeholders can be reduced by enabling seamless 
communications between cyber and physical 
components while preserving individuals' privacy. The 
proposed CPS system automatically computes the user's 
location with visual-inertial odometry and identifies the 
type of objects and defects with deep learning technology. 
By doing that, this system automatically obtains all 
necessary information for building defects maintenance, 
and the collected information is uploaded to cloud-based 

BIM. By modeling an interoperable schema, the defect 
information is mapped to BIM, and the updated BIM is 
sent to the repairperson or facility managers. Among the 
proposed CPS component, this paper mainly focused on 
building inspection data management using cloud-based 
BIM and visualization using a mobile AR application. 
The following sections describe the way of exchanging 
and visualizing the building inspection data in CPS.   

2 Related Works 
Collaborative methods for BIM-AR technology have 

been employed to design, construction, and maintenance 
processes. By combining fuzzy multiple-criteria 
decision-making (MCDM), researchers can identify 
maintenance priorities among essential building 
information detected from BIM-AR applications [17]. 
However, BIM only provides static and predefined 
building data and information [18, 19] and may not 
contain target objects detected from AR. To update new 
building components, several ways of creating a new 
library of reusable parametric objects have been studied 
[20]. Parametric modeling using a scripting language and 
procedural modeling techniques using shape grammars 
can be combined and used for generating as-built BIM 
models. While procedural modeling enables automatic 
object generation and scalable geometric representation 
etc., manual methods are still required to create detailed 
elements [20]. Specifically, since the maintenance data is 
divorced from the BIM dataset [21], as-designed building 
information models do not contain an up-to-date status of 
buildings. For example, Construction operations building 
information exchange (COBie), a subset of the Industry 
Foundation Classes (IFC) schema, has been developed to 
collect data that can be used during operation and 
maintenance (O&M) stages [22]. However, COBie is 
non-geometrical data, so building models need to contain 
a high level of information, including installed conditions 
[22]. Although the COBie exports building elements data 
with their interdependent relationships, there are still 
missing links, and manual updates are necessary to 
maintain the recent building status [23]. COBie data 
exchange can also induce errors in the data transfer 
process [24]. Therefore, this research addresses current 
challenges of data exchange and updates in BM and 
intends to advance fundamental understanding of the 
feedback-loop formed during BM stages across building 
users, facility managers, and digitized building data and 
information. Another key challenge of cloud-BIM data 
transmissions is the lack of standardization [25]. The lack 
of cloud BIM-specific standards impedes BIM 
interoperability between data generators and feedback 
providers.   

As discussed above, three major challenges need to 
be overcome before applying cloud-BIM and AR 
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technologies to building management: 1) disconnections 
of BIM and AR, 2) one-way data transfer only from BIM 
to AR or other systems, and 3) lack of cloud standards for 
BIM data exchange and AR visualization. In this study, 
therefore, we present a way of exchanging and managing 
inspection data between AR and BIM and visualizing the 
information in AR applications.  

3 Methodology  

3.1 Human-in-the-Loop CPS (HiLCPS) 
This research applied CPS concepts for building 

maintenance. One of the fundamental challenges in 
enabling field applications of CPS is the difficulty of 
digitalization and virtualization of physical data acquired 
in the real world. In the proposed system, the inspection 
data acquired by building occupants are automatically 
entered into the BIM model in cyberspace, and this 
information is then communicated back to maintenance 
workers in the real world. However, the existing BIM 
format does not have a data schema to digitalize and 
manage the damage information acquired from the AR 
application. Another distinct but related issue is the high 
dimensionality and the complexity of the physical world, 
with noisy, poorly collected, and uninterpretable data, 
which can cause difficulties in data communication 
between the physical world and cyber systems. In the 
proposed CPS system, the inspection or maintenance 
information collected from the physical world via 
smartphone should be mapped to the exact location in the 
3D cyberspace. 

One way to tackle these challenges is to create an 
artificial tunnel that connects cyberspace and the physical 
world [26]. In this pathway, the sensing data in the 
physical world is digitalized according to a predefined 
data schema, and the digitalized information is mapped 
to BIMs through the cyber environment. The updated 
BIM securely exports specific data for maintenance 
works via the artificial tunnel, and the exported 
information is visualized in the maintenance workers' AR 
app. For this purpose, this research aims to develop a 
human-in-the-loop CPS (HiLCPS) for non-contact 
building or building maintenance after the COVID-19 era. 
Figure 1 shows the HiLCPS concept of the proposed non-
contact building maintenance system. In this loop system, 
the inspection information is generated by occupants, and 
maintenance workers perform repair works based on the 
given inspection information. The maintenance 
statement written by workers is delivered through the 
loop system, and then the occupants confirm if the 
maintenance is done right or not.  

3.2 Data exchange in cloud-BIM using fiducial 
markers 

The major challenge of updating cloud-BIM data is a 
lack of an open-source framework [27] and a break of 
cloud models from the original building dataset [21]. To 
address the challenge, we created a two-way information 
model that can bridge between cloud-BIM and AR-
detected datasets by developing an interoperable schema. 
This task intends to enable the interoperability between 
AR and Cloud BIM for mutual communications between 

Figure 1. HiLCPS concept of the non-contact building maintenance system 
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multiple users and the proposed cyber-physical system 
and data exchange between two different systems of AR 
applications and Cloud BIM platform. This research team 
compared database schema, identified data loss, and built 
the integration by assembling building components in the 
original building models, cloud BIM, AR applications. 
Figure 2 shows the data exchange diagram. The 
integrated data schema can identify differences in the 
database in Cloud BIM platforms and AR applications, 
manage the effects of user inputs, and highlight and 
discover optimal information flow. The feasibility of the 
interoperable schema can be tested by modeling an 
integration task using DYNAMO, a combined 
environment of visual programming and textual 
programming. This research team also developed a 
DYNAMO script to access the AR database in BIM 
environments based on the integrated schema and 
verified the operational feasibility of the schema. The 
overall HiLCPS using the interoperable schema was 
tested its functions through a case study at an actual 
building. The outcome of integrating database schema 
can automate workflows of human inputs and building 
model updates and ultimately facilitate interactive 
communications of HiLCPS. 

3.3 Indoor Localization and Model Alignment 
using Visual-Inertial Odometry (VIO) 

For the fine localization and tracking of AR devices 
in GPS-denied environments, the AR camera's pose and 
location should be computed in real-time based on visual-
inertial odometry (VIO). However, the VIO-based 

localization cannot express the absolute coordinate 
values with a single monocular camera on a mobile 
device. For this purpose, we developed a BIM-assisted 
depth estimation and localization method to compute the 
AR device's pose and to output absolute coordinates in a 
map. The BIM models can be imported by a fiducial 
marker, called AprilTag, attached to each maintenance 
unit (e.g., a room and an office). The AprilTags can also 
return a single pose at 6-degree of freedom (DOF) 
relative to the camera frame of reference. By doing so, 
the initial location and posture of the AR device can be 
located at a corresponding point in the BIM model. The 
BIMs imported to the AR scene assist in estimating initial 
location and global depth. The AR app then continuously 
estimates the camera's trajectory using VIO. The 
estimated 6-DOF is used for two functions of the 
application to be developed: 1) estimating the exact 
location of detected damages and 2) navigating 
maintenance workers to the location of the defects, as 
shown in Figure 3. 

 
Figure 3. Localization and mapping in AR 
application using fiducial markers.  

Figure 2. Data exchange model between the AR application and cloud-based BIM 
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4 Case Study 

4.1 Test Environment 
To test the proposed HiLCPS-based building 

maintenance system, we conducted a case study in a one-
story office building, as shown in Figure 4. The building 
was retrofitted in 2020, and there are a total of 14 rooms 
on both sides along the hallway. Through the case study, 
the performance of the data exchange between the AR 
application and cloud-based BIM using visual marker 
was tested. In addition, we also validated the accuracy of 
the localization and model alignment using VIO. A BIM 
was generated from the 2D drawings for building retrofit.  

 
Figure 4. The outside and inside of the office 
building for test 

4.2 Development Environment for the 
Building Maintenance System 

For this test, we used an Apriltag for model alignment 
and multiple visual targets for localization. An Android 
smartphone with an operating system of 9.0 Pie was used 
during the test. The development environments for the 
database and AR application  are:  

• Spring Boot (4.11.0) 
• MySQL (8.0.25.0) 
• Unity (2020.3.13f1) 

The file format for the 3D models imported to the AR 
application was Filmbox (.fbx), which is converted from 
Revit (.rvt) file through Dynamo. Two models, internal 
and external models, were generated from BIM, as shown 
in Figure 5. Tag ID #(1) assigned to the testing models. 

 
Figure 5. Internal 3D model (left) and external 3D 
model (right) 

4.3 Test Result 
4.3.1 Model Alignment  

The accuracy of the model alignment was tested by 
measuring the discrepancies of real structure and 
visualized 3D model in the AR application. The 3D 
models are imported to the AR application by taking the 
Apriltag. Once the models are imported, the AR 
application visualizes the interior or exterior structure on 
the real-world scene. The AR application then tracks the 
position and pose of the mobile device in real-time with 
VIO. Therefore, the accuracy of model alignment and 
localization can be decreased as the distance from the 
fiducial marker increases. As described in Figure 6, The 
tests were performed on two walls 2 and 5 meters away 
from the fiducial marker. The measured alignment errors 
are described in Figure 7 and Table 1. 

 

Figure 6. The positions for the localization test and model alignment test 
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Figure 7. The model alignment test results: Wall 
1 (left) and Wall 2 (right) 

Table1. Measured model alignment errors 

Target  Error (mm) Error per meter 
from marker 

Wall 1 12 2.4 
Wall 2 10 3.3 

4.3.2 Localization and Tracking 

The accuracy of the localization using VIO was 
evaluated by measuring the position errors at four 
positions, as described in Figure 6. The XY coordinates 
indicated in the application are the coordinate system of 
BIM, and metric units are used. The ground truth 
positions were measured by a tape measure and a laser 
ranger. The results are demonstrated in Figure 8 and 
Table 2.  

 
Figure 8. The localization test results at the test 
position 1, 2, 3, and 4 

Table 2. Positioning errors  

Target  ∆x (m) ∆y (m) ∆xy (m) 
Position 1 0.11 0.09 0.14 
Position 2 0.10 0.12 0.16 
Position 3 0.08 0.05 0.09 
Position 4 0.10 0.15 0.18 

4.3.3 Data Exchange 

The mutual communications and data exchange 
between the AR application and the BIM database was 
carried out with a client application, as shown in Figure 
9. The client app receives inspection and maintenance 
information from the mobile AR apps, formats it, and 
sends it to a web-based database. At this time, a 
predefined fiducial marker was used for model 
synchronization. Most of the inspection information, 
including the location of the observed damage, inspection 
date, and photos, is automatically entered into the client 
app. Figure 10 depicts the updated 3D assets in Unity 
with the inspection information collected from the AR 
application.  

 
Figure 9. A client application for Inspection data 
management 

 
(a) 

 
(b) 

Figure 10. The inspection data management in 
web database (a) and 3D mapping on BIM 
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4.3.4 Data Visualization 

The inspection information was managed by a web 
database, and the information could be mapped on BIM 
in real-time. The inspection information is then formatted 
in the Dynamo script as a text asset in the Unity 
application so that it can be visualized in the AR 
application. Figure 11 is a screen capture of the AR 
application visualizing the inspection information. For 
this test, we intentionally entered damage information 
into the inspection database. As shown in the figure 
below, the AR application visualized the damage 
information as a plain text box on the screen when the 
mobile phone camera was aimed at the location of the 
damage.  

 
Figure 11. Screen capture of the AR application 
showing the inspection information 

5 Discussion 
This research presented a building inspection data 

management and visualization method using AR-enabled 
BIM. To validate the presented methods, we conducted a 
case study at an actual office building. The test results 
showed that the AR application could visualize the 3D 
models in real-world view within 1.2 cm when the 
distance from the fiducial marker was 5 m. In addition, 
the positioning error was less than 2 cm, which is reliable 
for inspection data localization and user tracking. Finally, 
we also tested if the data exchange between BIM and AR 
applications works well through the data visualization 
test. We confirmed that the AR application was able to 
visualize the inspection information with a virtual text 
box at the correct location.  

Although our test results were positive and reasonable, 
we also found some technical problems on model 
alignment and localization. The AR application was not 
able to track the rapid movement and motion change of 
the AR camera precisely. Hence, the user's sudden 
movement and motion change caused significant errors 
in localization and model alignment. To address this 
problem, we recommend using multiple fiducial markers. 
Since our AR application was designed to update the 6-
DOF whenever the predefined AprilTag is displayed on 
the screen, the localization and model alignment error 
would be easily adjustable by employing multiple 

fiducial markers.  

6 Conclusion 
This research has three key scientific goals: (1) 

broadening understanding of Human-in-the-Loop Cyber-
Physical Systems (HiLCPSs), (2) advancing fundamental 
knowledge on Cloud-BIM data interoperability, and (3) 
developing an integrative network of AR-enabled BIM. 
Through the practical intervention of two user groups, 
residents and facility managers, the cyber-physical 
system improves its reliability and usability. Also, to fill 
the gaps between as-built building information model 
(BIM) data and operation and maintenance information 
updates, a semantic data model employed in cloud BIM 
was developed. This system can be utilized to support 
housing management decisions by providing integrated 
and timely data.  

We expect the research findings will innovate current 
building maintenance practices through reliable virtual 
operation, maintenance, and repair of buildings. By 
facilitating near real-time communications, the proposed 
method can detect various building operation issues 
promptly and reliably, including miscellaneous repair, 
major structural risks, or occupants' health and safety. In 
addition, we expect the non-contact building 
maintenance system can improve the security from 
infection of occupants in the COVID-19 era by 
eliminating physical contact between the occupants and 
maintenance workers.  
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Abstract –  
With the use of digital data, in conjunction with 
technologies such as BIM and digital twin, 
construction professionals have the ability to monitor 
the progress efficiently and perform detailed quality 
assessments. The rapid development of multiple data 
acquisition technologies, such as terrestrial laser 
scanning (TLS) and photogrammetry techniques, has 
allowed their broad integration in mostly middle to 
large-scale construction projects worldwide. 
However, this type of technology is often not 
accessible to small-scale contractors, especially in 
developing countries where high upfront costs and 
lack of skilled workers might be limiting factors. This 
study compares the economic, quality, feasibility, and 
value of TLS versus Photogrammetric data 
acquisition methods; i.e., the scope is not to discuss the 
benefits of using 3D digitization techniques but to 
consider if small-scale contractors can still take 
advantage of said benefits by using affordable 
technologies. Moreover, the impact of achieving 
complete automation by employing robotic platforms 
with TLS systems is also considered. A small case 
study is used to illustrate the quality and economic 
comparisons. 
 
Keywords – 
Construction 4.0; Terrestrial Laser Scanning; 
Photogrammetry; BIM; Construction Robots 

1 Introduction 
Lack of proper management and control in the 

construction is one reason for delay and cost overruns in 
developing countries [1]. In pursuit of improving 
construction project control and enhancing productivity, 
researchers have proposed progress monitoring 
approaches based on digitization. Cutting-edge 
technologies used in construction sites are associated 
with high infrastructural requirements and cost of 
equipment, heavy computational power requirements 

and skilled/trained manpower [2]. These elements are 
typically lacking in construction companies in 
developing countries [3]. 

Data acquisition technologies are widely applied in 
the construction environment. However, except for 2D 
imagery [4] and basic terrestrial laser scanning (TLS) [5] 
devices, the use of such technologies makes it privative 
for low-budget construction companies due to the special 
infrastructural requirements and limitations that may 
arise. Other technologies, such as depth cameras, do not 
add any significant value to be considered in this study. 
For those reasons, this study compares point clouds 
generated using photogrammetry (2D imagery) and TLS 
to identify how low-cost applications can lead to high-
effective outcomes regarding the integration of 
technology in developing countries. Other technologies, 
such as depth/stereo cameras, fall between the ones 
chosen but are not widely used in the field. 

2 Comparison criteria 
The comparison between the applicability of reality 

capture technologies in this study is conducted based on 
the following dimensions. 

Economical: The initial and operational costs 
incurred in collecting and processing the data are 
compared. This includes the procurement of the initial 
device as well as the cost associated with the sufficient 
computational power required for the deployment and 
successful application. 

Quality: Quality of the point cloud data that is 
obtained. It is measured in terms of point cloud density, 
noise volume, and lack of points due to occlusions. 

Feasibility: Feasibility is measured in terms of ease 
of application on the construction site. Considering the 
specific characteristics of a construction site, the level of 
hindrance to deployment is measured. 

Value added: Any improvement in construction 
automation needs to add value compared to regular 
manual operation. The comparison considers the level of 
detail required for a construction operation and the level 
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of information obtained through applying the alternative 
data collection and processing scheme. This parameter is 
subjective and is defined based on specific project 
characteristics. 

3 Case Study 
In order to test the two approaches, a small-scale 

construction site in the NYUAD campus (Saadiyat 
Island, United Arab Emirates) was chosen. Being on 
campus, the construction site was convenient to the 
authors, and it included many real conditions of a 
construction site (e.g., highly cluttered areas with 
temporary structures and storage of construction 
materials), making it a great space to illustrate this study. 

3.1 Data acquisition and processing 
The data acquisition was performed in four ways: (1) 

TLS mounted on a tripod: two different scan positions 
where the scanner was manually moved between them. 
(2) Autonomous Robotic System (ARS): autonomous 
robotic platform equipped with the TLS. Same scanning 
locations as the previous approach. (3) Static 
photogrammetry: a digital single-lens reflex (DSLR) 
camera mounted on a tripod, taking pictures in the same 
scanning locations as the two previous approaches. (4) 
Free-roam photogrammetry: handheld DSLR camera, 
data capturing as the camera moves around, with free tilt, 
rotation angle, height, and orientation 

The scanning positions were the same for all (1 
through 4). The only difference between 1 and 2 is how 
the scanner was moved between said scanning positions. 
In the case of the TLS mounted on a tripod (1), the 
scanner was moved manually by an operator. In the case 
of the TLS on board the ARS (2), the navigation was 
performed autonomously by the ARS, completely 
removing the human interaction in the process. 

For the case of static photogrammetry (3), a DSLR 
camera mounted on a tripod was used to take two pictures 
every three seconds while rotating 360 degrees on the 
vertical angle. The same routine of image data collection 
is repeated five times at the same spot by varying the 
camera tilt angle approximately from -90º to 90º 
(measured from the horizontal plane) with 45º 
increments. This static photogrammetry is conducted at 
two different locations where the locations are selected 
manually to maximize the visibility of the whole area. 
For the given area, a total of 263 images were collected. 

In the free-roam photogrammetry (4), data was 
collected roaming around the construction site, manually 
locating views and planes to reduce the clutter spots. The 
camera was set to take a picture every 2 seconds. The 
elevation of the camera was also manually adjusted based 
on the height of nearby objects. For the given 
experimental area, a total of 845 images were collected. 

4 Results and discussion 
4.1 Economical comparison 

The economic representation of each technology 
examined in this case study is presented in Table 1. Table 
1 presents the economic factors in terms of initial 
investment to buy the equipment and the operating 
expenses required to process the data and convert it to a 
complete representation of the construction site. In 
general, photogrammetric methods have relatively 
affordable initial expenses. Although the experiment is 
conducted using a high-end DSLR camera, 
photogrammetry can be achieved with affordable devices 
such as smartphone cameras. On the other hand, TLS 
requires relatively expensive tools. To achieve complete 
automation by mounting the TLS device on an 
autonomous robot, the initial cost can be doubled. 

The initial investment is not the only factor that 
should be considered, but also the computational capacity 
required to process the raw data and the skilled/unskilled 
labor needed to provide a tangible result in any of the 
approaches. In this regard, the conducted case study 
revealed that although photogrammetric methods only 
require a basic camera and operation skills for a relatively 
shorter period, the data processing could be a lengthy task 
and requires a specific set of photogrammetric skills. 
This generally causes a relatively higher amount of man-
hours and computational equipment utilization cost. 

Photogrammetric methods could appear viable 
options for short-living and low-budget construction 
projects. However, the decision must consider multiple 
factors that could be influenced by applying this 
particular technology. 

4.2 Quality comparison 
Quality is defined based on multiple parameters, 

including noise ratio, point cloud density, and point cloud 
coverage of a given space. The results of the quality 
measure are presented in Table 2. Attribute-wise, all 
methods provide semantic information in terms of 
geometry (X, Y, Z), point normal (Nx, Ny, Nz) and color 
(RGB). However, the 3D laser scanner comes with an 
additional reflectance feature (R), which expands the 
applicability of a specific method to a wider domain. 

The percentage of noise from the point cloud data is 
computed as a ratio of the removed data during multiple 
layers of filtering to the total pre-filtered point clouds. As 
a result, photogrammetry-based methods had less noise 
with 14.6% and 13.76% for the static and free-roaming 
camera-based photogrammetry, respectively. The 
percentage of noise values for the TLS-based methods 
were 30.6% and 20.91% for static and ARS mounted 
TLS, respectively. Although the noise volume appears 
smaller in photogrammetric methods, this can be 
attributed to the low density and short span reaching 
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abilities these specific methods have. Both filtering 
layers applied are statistics-based, which depends on the 
dispersity and semantic inputs of the neighboring points. 

As the samples are less dense, outliers could fit in the 
model and mislead the filtering process.  

Table 1: Economic comparison 

Approach 
/Technology 

Investment Operation requirements 
Data 

collection 
equipment 

Processing 
Data collection data processing 

Skills Man-hours Skills Man-hours 

(1) Static TLS $19,000 $8,000 Use of TLS 12.52 min CAD, 3D data 
processing 5 min 

(2) TLS in ARS $39,000 $8,000 Use of TLS / 
Robotic skills 17.70 min CAD, 3D data 

processing 5 min 

(3) Static 
photogrammetry $1,000 $8,000 None 5.25 min Photogrammet

ry engineer 22 min 

(4) Free-roaming 
photogrammetry $1,000 $8,000 None 6.17 min Photogrammet

ry engineer 67min 

Moreover, the static TLS resulted in 10% more noise 
when compared with the ARS mounted TLS. This can be 
attributed to the ability of the mobile system to take a 
closer scan of objects that are reflective and cluttered.  

A point cloud’s volume is measured based on the 
volumetric space enclosed within the set of neighboring 
points. The search of points enclosed around a given 
point is conducted using a 0.077 m search radius 
consistently among all data sets. The results obtained are 
summarized as the mean and standard deviation of a 
density histogram (Table 2). Comparatively, among the 

four methods, the TLS mounted on the ARS provided the 
densest results but were very close to the results obtained 
from the static TLS. However, density can only represent 
the compactness of points around a given scan. For 
instance, through a visual inspection, static 
photogrammetry has clear openings where limited 
objects are reconstructed. It is challenging to measure the 
magnitude of occlusion through the point cloud density. 
Therefore, the point cloud population in rasterized cells 
is computed to observe the relative completeness of 
points in a given space. 

Table 2. Quality comparison 

Data source  Attributes 
Point count Point Cloud Density Per-cell 

population ratio Pre- filtering 
(1x106) 

Post - filtering (SOR 
and MLS) (1x106) 

Mean 
(1x109) 

STDEV 
(1x109) 

TLS * 59.23 41.09 2.21 1.35 260.03 
ARS * 54.27 42.92 2.23 1.54 264.57 

Static camera ** 2.10 1.79 0.24 0.23 42.44 
Free-roaming 

camera ** 27.06 23.34 0.67 0.83 131.82 

* Geometry (X, Y, Z), Point Normal (Nx, Ny, Nz), Color (RGB), and Reflectance (R) ** Geometry, Point Normal, and Color 
 
The per-cell population ratio represents the average 

distribution of points in equal-sized cells with a 
magnitude of 0.05. Table 2 presents ARS mounted TLS 
as the most complete while the static camera-based 
photogrammetry is the least complete. The mobile aspect 
of the robotic system has helped improve the 
completeness of the TLS-based system. Similarly, the 
free-roaming photogrammetry improved the static 
camera photogrammetry by more than 3-fold. 

4.3 Feasibility comparison 
The experimental site consists of flat planes, clutter, 

narrow paths, and hidden areas (e.g., underneath 

scaffoldings and equipment). Tripod-mounted methods 
(static camera photogrammetry and static TLS) share 
blind spot occurrences around the hidden areas or behind 
solid objects. On the other hand, the free-roaming camera 
and ARS mounted TLS have the advantage of mobility 
to address hidden zones to reduce occlusion. 

Although the ARS can navigate through the room 
with a clear understanding of obstacles and obstructions, 
narrow paths and clutter could hinder the system from 
accessing certain areas. In a similar observation, unlike 
the TLS methods, photogrammetric methods heavily 
depend on natural illumination. Inter-reflection between 
shiny objects and less illuminated areas within the 
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experimental area were some of the primary causes of 
noise. 

4.4 Value added to the project 
The technologies in this case study show that 

complete automation can only be achieved through the 
TLS mounted ARS approach. This approach has proved 
efficient in construction sites in various instances [5]. 
However, this method commonly requires trained 
workers to collect and process raw information. It has 
proved to be fast and provides relatively complete point 
clouds with the highest density value. The method 
comparatively results in the highest standard data, but for 
a higher cost. This method can be proposed for large 
projects with higher contract amounts. In most cases, 
large construction sites produce a relatively large amount 
of waste and are easy victims of mismanagement. 
Manual operations could result in delayed data with little 
to no room to produce decisions before resources are 
wasted. On the other hand, small-scale and low-budget 
construction projects need to perform a cost-benefit 
analysis before choosing automated data acquisition 
methods. One of the important aspects of the examined 
technologies in this case study is the ability to create a 
simplified way of visualizing the construction site in 3D. 
This helps contractors, owners, and consultants devise 
construction decisions, safety measures and many more, 
which are usually time-taking activities. 

The applicability (i.e., benefits) of the four 
comparison criterion for the methods evaluated in this 
case study is summarized in Figure 1. Applicability in the 
y-axis is a comprehensive measure composed of the four 
comparison criterion used in this study. Given the 
availability of digital cameras (economy and feasibility), 
photogrammetry is the most applicable method for small 
constructions. However, the quality of the data and the 
value that the processed data adds to the project varies 
between static and free-roaming photogrammetry. As the 
complexity of the project increases, the size of image data 
and the requirement of processing capacity (economy) 
increases. Based on the quality of data, the ease of 
obtaining the results (feasibility) and the value it adds to 
the project, TLS-based methods appear to be relatively 
applicable. Given the complexity of the construction, 
blind spots could be avoided, and data registration could 
be error-free if it is conducted with the help of an ARS. 

5 Conclusions and future work 
TLS and photogrammetry are used indistinctly of the 

applicability or suitability of the situation in which they 
are implemented but based on the availability of the 
required hardware/technology to the user. However, 
small-scale and low-budget contractors, especially in 
developing countries, often have to be specific regarding 
hardware requirements due to cost, availability or lack of 

qualified personnel. This study looks at the development 
of point clouds acquired with TLS and photogrammetry 
and serves as a base to objectively compare the feasibility 
and usability of each technology.  

 
Figure 1: Comparative benefit of technologies 

investigated vs. the scale of construction project 

The results are based on a small case study, which is 
not the best scenario to accurately represent the benefits 
of some of the technologies used. The study concludes 
that automated data acquisition provides reliable control 
with relatively low budgets for large and complicated 
construction projects. However, image-based methods 
could be more applicable for smaller construction 
projects, given their mild initial cost and skill 
requirement. Nevertheless, the value added to the process 
must be evaluated relative to the conventional methods. 
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Abstract  
The Mobile Gantry is a robot architecture in 

which a rail-less gantry rolls directly on the 
unprepared planetary surface.  Mud Dauber is a 
prototype of this architecture developed to enable 
testing of the concept and understand the capabilities 
and limitations of the architecture.  This paper 
describes the major subsystems developed and tested 
in Mud Dauber: coarse positioning, fine positioning, 
localization, print head and control.   
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1 Introduction 
Creating a self-sustaining colony on Mars requires 

the ability to autonomously construct habitable structures 
using locally available (in-situ) resources.  3D printing is 
an excellent solution to this problem, and in recent years 
research into print materials, print techniques, robotic 
autonomy, and building architectures have examined 
many aspects of this approach. A growing body of 
research into robotic 3D-printed construction has 
primarily explored three robotic architectures: fixed base 
radial arm, mobile robot and gantry. 

 
In the fixed base radial arm architecture [1] a long 

robotic arm is used to manipulate the print head while the 
base of the arm remains fixed. Concepts of the type often 
envision the radial arm mounted to a mobile base to allow 
the system to move to other locations between prints. 
Because each structure is printed from a single location, 
the size of the structure is directly related to the size of 
the robot. The limited reach of this architecture means 
that the footprint of the printed structures are generally 
measured in meters and usually self-contained.  For 
example, a winner of the NASA Habitat Challenge, 
envisions pod-like structures isolated from one another 
that require pressurized suits when traversing to other 
habitats. [2] 

 

In the mobile robot architecture [3, 4] robots capable 
of maneuvering during the build process employ shorter, 
more agile arms to print as they maneuver in and around 
the structure. This architecture envisions a beehive of 
activity in which many robots work together to print the 
structure.  In this way, the mobile robot architecture 
enables much larger and more capable structures.  
However, this capability comes at a cost, impacting robot 
control complexity, introducing constraints on habitat 
design, and requiring frequent recharging.  The control 
complexity is much greater than the other architectures 
because robots must be able to maneuver within the 
structure to print internal walls.  As a result, mobility 
paths must be coordinated between robots, and robot 
manipulator paths must avoid collision with already 
printed structure and other robots. In addition, because of 
these various constraints, robots of this architecture 
cannot ensure continuous extrusions along the print path.  
This results in frequent discontinuities in the path, which 
yields a weaker structure and limits the utility of 
reinforcing fibers. The requirement that the robots must 
be able to maneuver within the structure also means that 
the structure must have internal dimensions (doorways, 
hallways, etc.) large enough to accommodate the robots 
that are building it.  Finally, this architecture requires the 
robots to be tetherless in order to avoid power cable 
tangling and damage from other robots rolling over the 
cables.  The need to be tetherless requires portable power 
sources, for example rechargeable batteries which must 
be frequently recharged, limiting robot operational time 
and increasing overall system complexity. 

 
In the gantry architecture [5, 6, 7] a single robot, 

positioned on rails, maneuvers the print head from above, 
in a manner very similar to a desktop 3D printer.  Printing 
from above, simplifies control and allows for very long 
continuous print paths.  However, only a single robot can 
work in the workspace at one time, limiting the speed at 
which large structures can be built.  As with the fixed 
base architecture, the size of the printed structures is 
directly related to the size of the robot.  Thus, the 
footprint of the building is bounded by the position and 
length of the rails and the height of the building is 
bounded by the height of the gantry.  When building 
sequential structures, this architecture requires 
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repositioning of the rails.  This repositioning process is 
complex and would likely require additional robots 
dedicated to the task. 

Figure 1. Artist’s rendition of the mobile gantry 
robotic architecture with coarse positioning system 
(blue) and fine positioning system (red). 

 
This team has developed a hybrid architecture, the 

mobile gantry, which benefits from many of the positive 
characteristics of the other architectures, eliminates some 
of the most difficult negative aspects, and introduces new 
capabilities.  The mobile gantry architecture is a gantry 
without rails.  Robots of this architecture maneuver 
directly on the planetary surface using wheels and can 
maneuver from print area to print area using their 
mobility system. During the printing process these robots 
roll back and forth as though on a set of virtual rails.  
Figure 1 presents an artist’s concept of this architecture. 
The architecture benefits from simple control and long 
continuous print paths, enabling the building of 
structures measuring 10’s or even 100’s of meters in 
length.  Because robots of this architecture are designed 
to print while maneuvering on the planetary surface, they 
are capable of using their printed structures as scaffolding 
that they can climb using their mobility system.  In this 
way, the mobile gantry architecture is able to build 
structures taller than the individual robots.  Moreover, 
multiple robots can print on the same structure at the 
same time, increasing the speed that structures are 
printed.  The paper [8] describes the benefits and 
tradeoffs of this hybrid architecture in detail. In this 
work, early prototype results are presented, 
demonstrating core functionality from the primary 
subsystems of the Mud Dauber mobile gantry. 

2 Mud Dauber Robot 
The Mobile Gantry architecture maneuvers directly 

on the unprepared planetary surface using wheels. To 
print while moving, these robots isolate the motion of the 

print head from the motion of the robot body.  Large-
scale motion is performed using the coarse positioning 
system, consisting of vehicle mobility (X-axis) and two 
coarse degrees of freedom (Y & Z Axes).  The fine 
positioning system is moved in the workspace by the 
coarse positioning system and provides precision 
positioning of the print head, allowing it to follow the 
print path at the required velocity. (Figure 1)  A 
localization system is used to measure the print head 
position in the world frame.  The print head system 
enables heating, mixing, and extrusion of a high-quality 
sulfur concrete slurry.  The control system commands 
and coordinates robot actions.  

Mud Dauber (Figure 2) is a prototype mobile gantry 
designed to enable testing of the robotic architecture 
concept and understand its capabilities.  Designed for 
laboratory testing, it is 2.4m wide, 1.65m tall and 1.75m 
in length.  Through the development of Mud Dauber, the 
team is developing insights with regard to mobility 
systems, fine positioning, localization and print head 
technology. 

 

Figure 2. Mud Dauber is a prototype testbed of the 
mobile gantry architecture. 

2.1 Coarse Positioning System 
Mud Dauber’s coarse positioning system consists of the 
robot’s frame, wheels and a leg extension module.  This 
system enables the robot to traverse long straight paths in 
the test area and decouples the length of the building from 
the size of the robot. 

The wheels move the robot along the primary axis of the 
system (X-axis, see Figure 2) and a leg extension module 
enables the robot to navigate over obstacles and uneven 
terrain (Figure 3). This device changes the length of the 
right rear leg and allows Mud Dauber to bypass obstacles 
up to 17.5 cm in height.  In future iterations of the coarse 
positioning system the design will include coarse Y and 
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Z axis degrees of freedom and a leg extension module on 
each leg. However, to control the scope and cost of this 
initial prototype these additional degrees of freedom 
were not implemented. 

The addition of Y and Z degrees of freedom will allow 
the movement of the fine positioning system in 3 axes 
and enable the printing of structures up to 1.8m wide and 
1.3m tall.  The addition of the 3 other leg extension 
modules will allow the traversal of slopes and rough 
terrain while maintaining the orientation of the robot 
during printing. 

Initial testing of the Mud Dauber has confirmed basic 
functionality of the coarse positioning system.  The robot 
traverses the X-axis at a maximum velocity of more than 
2.5 cm/s.  The leg extension module articulates at 0.8 
cm/s, can articulate over obstacles and is capable of 
lifting loads in excess of 110kg. The robot has also 
demonstrated the ability to climb inclines of more than 
25 degrees. 

 

Figure 3. The leg extension mechanism keeps the 
robot level when traversing obstacles and slopes. 

2.2 Fine Positioning System 
The fine positioning system isolates the motion of the 
print head from the coarse motion of the robot. This 
allows the mobile gantry robot to print precise paths over 
very long distances.  To demonstrate this capability, a 3-
axis fine positioning system was developed.  This system 
is capable of moving the print head within a print volume 
of 30 cm on a side and allows print head positioning to 
within ±1mm.  The system employs an inverted frame 
that ensures the print head is the lowest component in the 
print area, preventing collisions with printed structures.  

The fine positioning system enables the print head to 
traverse in all directions at the maximum print velocity 
of 2.5 cm/s in the world frame regardless of coarse robot 
motion.  This capability allows the robot to position the 
printing workspace independent of the print head motion, 
ensuring that the print path remains continuous for the 
entire printed structure.  

Testing of the fine positioning system has confirmed 
baseline functionality.  The X and Y axes traverse at a 
velocity of more than 5.0 cm/s and with a precision of 
±1mm.  Z axis motion only occurs during the transition 
from one printed layer to the next and is limited to 
0.1cm/s.  The fine positioning system is capable of 
responding to three-axis position and velocity commands 
from Mud Dauber's control system. 

In future work this version of the fine positioning system 
will be replaced with a 3 degree of freedom radial 
manipulator arm.  This concept is illustrated in Figure 1 
and will enable Mud Dauber to reach in front of and 
beyond the front wheels of the robot.  This capability is 
critical for the demonstration of self-scaffolding whereby 
the robot prints the walls of the habitable structure so that 
it can use the walls as scaffolding.  Using this approach, 
future versions of Mud Dauber will be able to print 
structures taller than the robot itself. 

2.3 Localization System 
Because the entire mobile gantry is moving through 3D 
space, the absolute position of the print head must be 
determined in the world frame.  To enable Mud Dauber 
to print high quality structures, this system must support 
an update frequency of at least 30Hz and with an 
accuracy of 1mm. To accomplish this, a precision 
wireless localization system is being developed.   

In this approach, four transmitters are positioned around 
the outside of the print envelope at fixed locations in the 
world frame.  Receivers are mounted on the print head 
and robot frame to provide the position and velocity of 
both the print head and the robot as a whole.  The system 
measures the distances to the fixed bases and calculates 
the position and velocity of the robot and print head using 
multilateration.  

Progress has been made on an early low-precision 
version of the distance estimation using off-the-shelf 
digital transceivers with wired reference clocks separated 
by a known phase offset. Additionally, the prototype 
localization system includes a multilateration estimator 
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running on embedded hardware that is capable of 
streaming data to Mud Dauber's control system. 

In future work, a high-speed wirelessly-synchronized 
clock reference and a low jitter RF (radio frequency) 
stack will allow the proposed system to be capable of 
precise distance measurements at high sample rates. 

2.4 Print Head System 
Future Martian construction systems will use locally 
available (in-situ) resources as raw materials.  A 
promising material for 3D printing structures on Mars is 
sulfur concrete which is made by mixing sulfur and 
regolith and then heating the mixture above the melting 
point of sulfur (~113°C).  When the slurry cools, the 
sulfur freezes and acts as a binding agent for the regolith. 

 

Figure 4. The first-generation print head extrudes a 
mixture of sulfur and sand.  

Mud Dauber’s print head (Figure 4) is capable of heating, 
mixing and extruding sulfur concrete.  Raw materials are 
loaded into the mixing hopper (1250 cm3) where they are 
heated and mixed.  An auger extrudes the slurry through 
a 2.8cm diameter nozzle at a maximum rate of 18 cm3/s.  
The print head is capable of imparting up to 4500W of 
heat in two independently controllable zones: mixing 
chamber and extrusion nozzle. Testing has validated 
mixing performance, extrudate homogeneity, extrusion 
rates and the impact of extrusion temperature on slump. 
(Figure 5) These tests revealed problems with the flow of 
extrudate from the mixing chamber to the extrusion 
nozzle which is being addressed in a second generation 
print head. 

In future work the print head will be redesigned to enable 
continuous extrusion, improved efficiency, and better 
sensing and closed loop control.  The new design will 
allow for continuous operation in which the print head is 

constantly ingesting, mixing, heating and extruding the 
sulfur concrete.  Eliminating the batch-based design 
enables continuous extrusions and minimizes 
discontinuities.  The print head will change the heating 
approach to improve the thermal efficiency of the system 
and decrease overall print head power consumption. The 
print head will incorporate improved sensing to allow for 
higher quality extrusions in a wider range of laboratory 
conditions.  

 

Figure 5 – Test extrusions from the first-generation 
print head show the variability in the material slump 
due to changes in extrusion temperature. 

2.5 Control System 
Control of Mud Dauber is based on an STM32 
microcontroller.  The controller coordinates robot 
mobility, terrain compensation, fine positioning, and 
print head action.  The STM32 communicates with a user 
interface and issues commands to subsystems which 
employ microcontrollers for closed loop control.   

3 Terrestrial Applications 
Today, commercial companies [5, 6] are 3D printing 
terrestrial structures using robots of the gantry and fixed 
base architectures.  These robots have shown great 
promise in their ability to build useful structures for 
human use at low cost.  But the printing process still 
includes substantial involvement from humans during 
setup, operation and finishing of the structures.   

The mobile gantry architecture has the potential to further 
decrease the cost of commercial terrestrial 3D printed 
structures by eliminating or reducing the effort associated 
with setting up and moving robots during the print.  For 
example, the mobile gantry architecture can print a series 
of structures one after another without ever needing to 
move a set of rails.  This architecture can also increase 
the size of such structures, leading to longer and taller 
buildings.   
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The mobile gantry architecture becomes even more 
valuable when considering military applications.  
Structures in forward operating areas must be built 
quickly, often under threat, with minimal existing 
infrastructure and support.  The mobile gantry 
architecture requires fewer support personnel (reducing 
risk), is more easily transported (due to the ability to roll 
out of the transport container) and only requires site 
clearing and not extensive site preparation.  These factors 
make the mobile gantry an ideal candidate for future 3D 
printing of military structures. 

Applying this architecture in these areas will require 
continued advances in the coarse positioning, fine 
positioning, and localization subsystems as well as the 
integration of print heads that are relevant in terrestrial 
applications. 

4 Conclusion 
Mud Dauber is a prototype of the mobile gantry 
architecture.  Robots of this architecture roll directly on 
the planetary surface but move back and forth as though 
on a set of virtual rails.  These robots are simple to 
control, generate continuous print paths, and can build 
structures measuring 10’s or even 100’s of meters in 
length.  A key new capability of this architecture is the 
ability to use the robot’s printed structures as scaffolding 
upon which the robot can climb to print taller structures. 
This capability allows the printing of structures taller 
than the robots themselves.  These capabilities open the 
door to the construction of complex and capable 
structures that are taller and longer than those generated 
by robots of competing architectures and similar size. 

Mud Dauber is an early prototype of this architecture, 
designed to perform 3D printing of test structures while 
demonstrating key capabilities.  This paper detailed the 
five major subsystems developed for the prototype and 
reported on early validation testing of these subsystems.  
Mud Dauber is a first step in the development of more 
capable 3D printers for construction on Earth, Mars and 
beyond. 
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Abstract
Nowadays civil infrastructure is exposed to several chal-

lenges such as daily vehicular traffic and extreme weather
conditions. It is well known that these may determine struc-
tural deterioration and damages, which can even cause catas-
trophic collapses related to significant socio-economic losses.
For this reason automatic inspection and maintenance are
expected to play a decisive role in the future. With the ob-
jective of quality assessment, cracks on large civil structures
have to be identified and monitored continuously. Due to the
availability of cheap devices, techniques based on image pro-
cessing have been gaining in popularity, but they require an
accurate analysis of a huge amount of data. Moreover, frac-
ture detection in images remains a challenging task due to
high sensitivity to noise and environmental light conditions.
This paper proposes a mathematical method for detecting
cracks in images along with a parallel implementation on
heterogeneous High Performance Computing (HPC) archi-
tectures aiming both at automatizing the whole process and
at reducing its execution time.

Keywords
Machine Vision; Smart Infrastructure; High Performance

Computing

1 Introduction
Infrastructures can be exposed to different loading con-

ditions, recurrent ones due to vehicular traffic and ex-
traordinary ones caused by earthquakes, wind and strong
rain. The consequently induced stresses may deter-
mine structural deterioration and damage, which can even
cause catastrophic collapses related to significant socio-
economic losses [1]. For this reason increasing the level
of automation and maintenance is object of research in-
terests. As matter of fact, several authors have pointed
out that current visual inspections, which highly rely on
a human subjective and error-prone empirical evaluation
[2], can be enhanced by robotic/automatic assisted oper-
ations [3], [4]. Actually, actions performed by inspectors
require often a long time to examine large areas and spe-
cialized equipment such as large under bridge units, heavy
trucks etc. In most cases those expensive solutions may
cause high logistical efforts and even interfere with normal

operational conditions.
Recent works address the problem of the automation of

inspection and maintenance tasks based on robotic sys-
tems [5]. Existing automatic or robotic systems based on
ground or aerial solutions have been proposed for inspec-
tion of dangerous sites or those difficult to access, but at
the present state-of-the-art, human-based procedures are
not yet completely substituted. Examples of ground sys-
tems used for inspection are wheeled robots [6] and legged
robots [7]. In case of inspection of vertical surfaces, wall-
climbing robots were developed using magnetic devices
[8] or using vacuum suction techniques [9]. Recently, un-
manned aerial vehicles (UAVs), equipped with high def-
inition photo and video cameras to get high-quality data,
have shown a great potentialities in inspection applications
[10, 11, 12]. Although they can significantly enhance in-
frastructure inspections and provide data to feed digital
twin models [13], robotic systems are not yet fully em-
braced. The main reason is that algorithms are compute-
intensive and require a significant computing capacity on
hardware platforms that are subjected to strict limits on
size, weight and power. For these reasons energy-efficient
heterogeneous HPC architectures equipped with many-
core processing units have being considered in order to
speed up mathematical computations inherent to signal
and image processing, motion planning etc [14].
Most of the infrastructure and civil structures are made

by concrete, steel and masonry, which are prone to cracks
due to deterioration of reinforcements. Crack information
(e.g., the number of cracks and crack width and length)
represents the current structural health indicators, which
can be used for the proper maintenance to improve the
structural safety [15]. Nowadays damages in buildings
and bridges can be easily captured using a commercial
digital camera and consequently analyzed and classified by
image processing algorithms, but the detection of fractures
is still challenging in image processing. The main reasons
are that they have a complex topology, a thickness similar
to the image resolution and are easily corrupted by noise
[16].
Amongst the most widely used techniques there are

those based on color detection and neural networks. In
[17] a comparative analysis is proposed among different
color spaces to evaluate the performance of color image
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segmentation using an automatic object image extraction
technique. In [18] an Red Green Blue (RGB) based image
processing technique was proposed for rapid and auto-
mated crack detection. Recently, an algorithm based on
the Convolutional Neural Network (CNN) was considered
in [19] to detect concrete crackswithout calculating the de-
fect features [20], [21]. Furthermore, a modified architec-
ture of Fusion Convolutional Neural Network to handle the
multilevel convolutional features of the sub-images is pro-
posed and employed in [22] for crack identification in steel
box girders containing complicated disturbing background
and handwriting. Even though these techniques allow fast
processing they are not suitable for real-world applications
because they are affected by a significant false-positive rate
due to a high sensitivity to environmental light conditions
and noise [3].
In this paper we propose a mathematical method for de-

tecting cracks in images that ismore robust against all these
factors. Aiming both at automatizing the whole process
and at reducing its execution time a parallel implementa-
tion on heterogeneous HPC architectures is provided.

2 Mathematical model and parallel imple-
mentation
Variational methods have addressed successfully prob-

lems such as image segmentation and edge detection. They
proposed a minimizer of a global energy as a solution. A
first example is described by Mumford and Shah (MS) in
their paper [23] where they proposed a first order func-
tional, whose minimization determines an approximation
of the image by means of a piecewise smooth function and
detects edges as singularities in the image intensity. How-
ever, this model is not suitable for cracks because they do
not represent singularities in the intensity function, but in
its gradient instead. For this reason, we propose a second
order variational model based on the Blake-Zissermann
(BZ) functional [24]. This was introduced with the aim
of overcoming some limitations of the MS approach, such
as the over segmentation and the lack in detecting gra-
dient discontinuities. Being the original formulation not
suitable for numerical treatment, we focused on a differ-
ent approach that is based on the approximation proposed
by Ambrosio and Tortorelli (AT) for the MS functional
[25, 26]. In their model, they replaced the unknown dis-
continuity set by an auxiliary function which smoothly
approximates its indicator function. In our case two auxil-
iary functions are introduced as indicators of both intensity
discontinuity and gradient discontinuity sets. As numeri-
cal minimization algorithm we chose an “inexact” block-
coordinate descent scheme (BCD) to address the hetero-
geneous computing environment. In order to process very
large images a tiling scheme is adopted: the minimizer is
assembled by merging together local solutions restricted

to portion of images.

Figure 1. Crack on a concrete wall

3 Results
We tried our method on images of cracks taken in tun-

nels in Greece (Fig. 1) aiming at reconstructing the whole
structure avoiding the effect of the noise and the environ-
mental conditions (i.e. light conditions). We compared
the results with the state-of-art technique based on math-
ematical morphology [16].

Figure 2. Our method

While in Fig. 3 the structure is broken in several points,
our reconstruction is closer to the original one (Fig. 2).
In order to reduce the execution time and to provide a
automatic procedure we tested a sequential implementa-
tion with a parallel one based on the OpenMP framework
that implements a strategy for collaboratively executing a
program on an environment composed by devices of dif-
ferent types (aka heterogeneous architectures). Both the
versions were executed on aHigh Performance Computing
(HPC) cluster equipped with x86-64 processors, running
a CentOS 7.6 operating system. The table 3 shows the
execution times for Fig. 1. Overall, the parallel version is
significantly more efficient with respect to the sequential
one.
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Figure 3. State-of-art based on mathematical morh-
phology

algorithm time (s)
sequential 13.184868
parallel 24 cores 1.056701
parallel 48 cores 0.5915374

Table 1. Run time comparisons for a single image

4 Conclusions
In this paper we proposed an automatic procedure for 

detecting cracks in images. This is based on a variational 
method and its parallel implementation on heterogeneous 
HPC architectures. We got promising results for both 
the quality of the reconstruction and its execution time. 
As future plan, we would like to test our procedure on 
real world scenarios in order to understand if it could be 
used as useful tool for assessing civil structures. In 
order to reduce further the run time we plan to test the 
execution on several domain specific hardware 
accelerators. Moreover, we would like to address 
different structures for detecting new kind of damages.
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Abstract -
During the last few years, the importance of prefabrication

and its digitalization has grown significantly in the construc-
tion industry. In this context, a German construction com-
pany intended to extend an existing warehouse application
into a system that additionally monitors production time to
identify the bottleneck. In this case study, a concept of digital-
izing the prefabrication was proposed with the components of
hardware, middleware and software. In terms of hardware
components, an RFID system was tested in the production
plant and a feasibility study of a Bluetooth system was done.
In the software concept, a new framework was designed and
implemented with new functions, e.g. introducing a resolver
layer to reduce controller workload. Based on this concept,
the company is able to utilize data from both production and
warehouse.

Keywords -
Prefabrication; Modular Housing; Digitalization; RFID;

Bluetooth

1 Introduction
In the construction industry, prefabrication is widely

recognized as an important method to enhance industri-
alization progress [1]. Prefabrication enables an off-site
production of construction elements, from simple con-
struction components to complex building modules [2].
Not only can the prefabrication improve the level of au-
tomation, but also reduce energy consumption and envi-
ronmental pollution [3]. In this case study, the authors
have cooperated with the German company maxmodul,
which plays a leading role in the prefabricated house sec-
tion with its solid construction.
In many manufacturing industries, the production pro-

cesses are highly digitalized and automated by systems
such as Manufacturing Execution System (MES) and
Warehouse Management System (WMS) [4, 5]. In com-
parison, few construction companies have applied those
systems in their prefabrication plants because of the lack

of research and practical applications in the construction
industry [6]. RIB iTwo MES [7] is one of the very few
MES software in the construction industry but only sup-
ports limited processes. To overcome the gap, we propose
in this paper a concept to digitalize the prefabrication pro-
cesses based on a case study in company maxmodul. In
the next section, we explain the current situation, and re-
quirements from maxmodul, which leads to the designed
concept. After that, both hardware and software are im-
plemented and the test results are summarized. Finally,
the results are evaluated and future work is proposed.

2 Initial Situation and User Requirements
2.1 Initial Situation

Figure 1. Material flow in the prefabrication plant
maxmodul[8]

In the production floor, a material flow simulation was
conducted by Fischer et al. [8]. The production follows the
principle of mixed-model Assembly. The modular hous-
ing elements go firstly through the concreting stations and
then enter the buffer areas, waiting for assembly. Two ele-
ments (double-wall and celling) are produced in separate
stations and transported with cranes, as shown in Figure
1.
After the assembly line, the products (modules) are

stored temporarily in an outdoor block warehouse. A
portal crane is responsible for the transportation of mod-
ules.On the portal crane, an RFID reader and a GPS device
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are installed. On each module, an RFID tag with the mod-
ule number is attached. The reader on the portal crane
records the number of the module and the GPS data ev-
ery time it changes the position of the modules. The data
are displayed and stored in internally developed software,
which has some technical flaws due to its outdated archi-
tecture.

2.2 User Requirements

After interviewing the users of maxmodul company, the
most urgent requirements are selected as follows:

• Digitalizing the production time: as like in any
mixed-model assembly, the bottleneck of the produc-
tion in maxmodul shifts from one station to another
depending on their production time. The digitaliza-
tion of the production time is essential for the com-
pany to identify the bottleneck and take measures in
early time to avoid production stops.

• Refactoring and extending the software: the main
goal is to refactor the software to a stage with ro-
bustness and efficiency. In addition, the output of
the system focuses on the graphical display of the
database entries in both table form and on the maps.
Also, the communicationwith the connectedMySQL
Database should be optimised.

3 System Architecture

Based on the interviews with six users (two production
manager, three workers, one IT expert), a system architec-
ture consisting of the following components is proposed,
also shown in the Figure 2:

• Hardware components: the data reader and a gateway
ensure the sending information from the physical sys-
tem to the intranet/internet.

• Middleware: it is a centralised repository that collects
data from various sources. It allows persistent data
storage and fulfils complex data processing.

• Software components: it provides the users with dif-
ferent functionalities, such as monitoring and plan-
ning tools.

Within this architecture, different digitalization scenar-
ios can be realized. However, the scope of implementation
in the next chapter is limited to the hardware and software
components, reflecting the user requirements.

Figure 2. System architecture based on a digital twin
concept from Altexsoft [9]

4 Implementation and Results
4.1 Hardware Components
4.1.1 System concept and installation

To record the production time, two systems were tested
in this case study, as shown in Figure 3.:

Figure 3. Installation of the two hardware systems

• RFID system: the RFID tags (Omni-ID Exo 750)
were tagged on the product, and the RFID antenna
(Impinj) stood nearby. Through the antenna, the time
of a product entering and leaving the production sta-
tion was recorded.

• Bluetooth system: the Bluetooth beacons were at-
tached to the scaffold of each station. A Bluetooth
reader was attached to the crane. Each time the crane
entered or left the area of one working station, the
time was recorded. The system of MotionMiners
was used in this paper.

Due to the COVID constraints, the Bluetooth experi-
ments were carried out as a feasibility study in the testing
facility at the Technical University of Munich.

4.1.2 Test Results

Because of its high equipment cost, in this case study,
only the double-wall station was tracked with the RFID
system to test the production time as an example. The
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Figure 4. Data samples from RFID system

tag number and timestamp of the double-walls produc-
tion were recorded, as shown in Figure 4. During the
two weeks of testing in the production plant, ten modules
were recorded. After processing the data, e.g. filtering
the false recorded data, four production time data points
are considered plausible by comparing the statement from
workers.
For Bluetooth systems, the reader on the crane was

able to recognise the RSSI and timestamped Bluetooth
signal from the beacons attached to the scaffold. Moreover,
the data was automatically transmitted and pre-filtered for
outliers. The feasibility of the system has therefore been
proven and field tests will be planned at the production
plant to obtain real data.

4.2 Software Components
4.2.1 Software Design

The goal from the software aspect is to refactor the
framework of the self-developed software and bring it up
to date while extending the system for the production floor.
To develop the software components, a detailed re-

quirements analysis is conducted with the users mentioned
above. As a result, the requirements are divided into func-
tional and nonfunctional requirements as follows:

• Functional requirements: items table view, ware-
house map view, process map view.

• Nonfunctional requirements: data redundancy, porta-
bility, usability.

The requirements analysis is visualised by a top-level
UML use case model in Figure 5. The red use cases are
developed in this case study, whereas the blue use cases
already exist in the old software.
To meet the functional requirements, the software

framework Symfony is used. It consists of a PHP web ap-
plication framework and a collection of PHP components
and libraries. The architectural pattern is the model-view-
controller, which splits a software application into three
principal logical parts: the model, the view and the con-
troller part. Each of those parts is designed to deal with
implementational aspects of the system.

Figure 5. Use cases for the maxmodul application

Furthermore, Twig is used as a template engine
and Doctrine is used for object-relational mapping and
enabling complex queries to use the object-oriented
paradigm of a selected programming language. Among
its main features, the ability to query databases using DQL
(an object-oriented SQL dialect) is crucial.
To avoid dependency issues and fulfil thenonfunctional

requirements of portability, the Docker container is used
in this project. Docker container creates a ready config-
ured and isolated environment so that any user can run
the application easily. In this project, three images are
constructed in the container:

• MYSQL:with amounted volume for data persistence.

• PHP-FPM: with a mounted volume for the applica-
tion’s code.

• NGINX: with mounted volumes for configurations,
logs and share mounted volume with PHP-FPM for
the application’s assets.

4.2.2 Software Implementation

Based on the proposed software design, the initial soft-
ware is divided into four major artifacts:

• Core: it contains all the business logic, data models
and event publishers and subscribers.

• Web: it contains UI elements, their controllers and
resolvers, e.g. the map service view or item view.

• API: it contains exposed RESTFUL controllers, API
resolvers and object serializers that are still in devel-
opment.

• Common: it contains parent classes and reusable
components for all the elements e.g. controllers,
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repositories and resolvers, which reduces the redun-
dancy of codes.

The issues of logic duplication in controllers from the
old software are solved with the new structure. Another
important change is the introduction of a resolver layer.
It handles CRUD and data fetching/providing operations
and reduces the workload of controllers. This was initially
carried out by the controller in the former software.

4.2.3 Test Results

Since PHP is an interpreted language, it’s unable to see
the bugs until the program is executed. For this reason,
PHPstan is integrated into the project for statical code
analysis. PHPStan focuses on finding errors in the code
without actually running it. It catches whole classes of
bugs before writing tests for the code and detects mistakes
in the source code, e.g. calling an undefined method or
passing a wrong number of arguments to a function. Also,
PHP CS is integrated to detect and fix the violations of
pre-defined coding standards in the existing code.
After the refactoring process, the software is extended

respectively to the requirements mentioned in 4.2. Con-
cerning the functional requirements, the three require-
ments in Figure 5 have been satisfied, as the maxmodul ap-
plication now offers all the required tables and map views.
Concerning the nonfunctional requirements, the perfor-
mance and usability criteria have been satisfied since the
application displays all the required information.

5 Discussion and Outlook
In this case study, a concept of digitalization in a pre-

fabrication plant is proposed. From the hardware aspect,
RFID and Bluetooth systems are tested. The advantage of
the RFID system is that it can be easily integrated but the
shortage is the high equipment cost in comparison to the
Bluetooth system. In addition, the Bluetooth system en-
ables automatic data transmission and pre-processing. For
this reason, the Bluetooth system is preferred and future
tests will be based on this system.
From the software aspect, the refactored software is

fully functional and has met the user requirements. It is
handed over to the company for further test. However,
other functions, like APIs for data exchange, should be
integrated into future work. On the hardware side, the
Bluetooth system should be tested for its performance in
the company in the future.
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Abstract -
Robotics automation is a promising solution for the fab-

rication of structures made out of reinforced concrete. The
reinforcement is often installed directly in the form and bar-
by-bar. Using bigger pre-fabricated units (cages) may be ben-
eficial for saving construction time and better labor safety.
In this paper, we focus on the problem of automating the
generation of a plan for the installation of rebars, given the
digital twin of a desired reinforcement cage design, and of its
basic components. More specifically, the plan describes the
assembling order for the rebars such that (i) it is possible to
fabricate the reinforcement cage by the robots, and (ii) the
end product is the final reinforcement cage, ready for instal-
lation in the form for the concrete structure. In this paper,
we propose an algorithm to automatically compute a feasible
installation order for a generic rebar cage. The feasibility of
the generated order is also case studied and simulated on a
simplified rebar cage under the given assumptions.

Keywords -
Robotics for construction; Rebar installation; Automation

1 Introduction
The process of installing reinforcement bar-by-bar in

reinforced concrete structures is time-consuming and po-
tentially harmful to theworkers’ safety. Pre-fabricating the
reinforcement in bigger units (often referred to as “cages”)
and placing them in the form may help save construction
time. Automatic fabrication of rebar cages can improve
the construction time even further, and introduce other
benefits, e.g., improved safety of construction workers.
One of the major challenges in automating rebar cage

fabrication is that they are high mix and low volume. Au-
tomation cannot rely on repeating the same motions over
and over, but a higher degree of flexibility is required.
This challenge can be divided into two major challenges.
First, the adopted industrial robots require accurate motion
planning that cannot be easily reused between one cage and
another. Second, the ordering sequence of one cage can
significantly differ from another one. This calls for novel
algorithmic approaches that can handle such flexibility.
In [1], we explored how the first challenge can be ad-

dressed, by automatically generating motions for a gantry-
robot setup with 27 degrees-of-freedom (DOFs), shown

Figure 1. Gantry robot system.

in Fig. 1. However, the installation order was manually
determined for the specific cage used in the experimental
demonstration, therefore limiting the possibility of reusing
the same solution for different types of cages.
In this paper, we focus on the problem of identifying

a feasible installation order, given a generic rebar cage.
“Installation order” refers to the determination of how and
in what sequence the rebars should be placed to assemble
the cage. If no such valid order exists, or if one cannot be
found, the cage is considered not robotically fabricable. A
valid order should take into consideration the gripping as
well as tying poses while ensuring that collision-free paths
for placing the rebars exist. Moreover, it should ensure that
the rebar cage remains stable during fabrication and at the
end of the process. Several valid installation orders may
exist but in this context finding one such order is enough.

2 Background
In [2], the authors used Constraint Satisfaction Problem

(CSP) to formulate sequence and motion planning prob-
lems (SAMP) for spatial extrusion of 3D trusses. The
authors present an automated approach to finding an ex-
trusion sequence. The sequence in their work refers to
the order of the end-effector’s feasible direction for each
extrusion direction. In this paper, however, the sequence
refers to the order of placing rebars one after another.
In [3], the authors present an automated planning ap-
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proach to find a construction sequence and plan robot mo-
tion jointly for additive manufacturing. In their work, the
construction sequence is defined as an ordering of the ele-
ments which are welded or glued together at their ending.
Besides, their work deals only with straight elements. In
this work, the considered rebars can be connected at any
point on the bar and the rebars can have different shapes.
In [4], the authors presented a fabrication process

method based on a cooperative assembly approach. They
use two robots to cooperatively fabricate a full-scale vault
brick-by-brick with identical bricks. The construction se-
quence is designed taking into account the temporary sta-
bility of neighboring brick assembly while maintaining
global stability. Their approach is developed based on the
principle that the added self-weight should be efficiently
transferred to the foundation. In our work, the rebar cage
is built using a gantry robot system (shown in Fig. 1). In
addition to that, a rebar cage in our problem can contain
hundreds of rebars, many of them of different types.
The problem of finding the bar installation order is split

into two sub-problems: (i) finding a way to deal with a
large number of ordering possibilities, which is a combi-
natorial problem, and (ii) finding gripping and tying poses,
as well as the robots’ trajectories. More specifically, we
analyze a rebar cage structure to reduce the complexity of
the problem by reducing the search space. To this end,
we order the rebars based on the geometry of the rebars
and the way that the path planning algorithm presented
in [1] works. We test this ordering on a simplified cage.
The input used is a digital twin of the cage, i.e., a digital
version of the cage where all necessary bars are present.
More specifically, the digital twin contains the position
and geometry of all the bars in the cage. Each bar has a
unique ID which is defined using information such as: (i)
the bar mark which contains information regarding the bar
shape type and a serial number which identifies a group of
identical bars; (ii) a serial number identifying an individ-
ual bar in a group of identical bars; and (iii) the way the
bar should be fixed to other bars, e.g., welding or tying.
The remainder of this paper is organized as follows.

Section 3 presents the problem addressed in this paper.
Section 4 describes the methodology developed to com-
pute the bar installation order. Section 5 discusses the
obtained results, and Section 6 concludes the paper.

3 Problem Statement
The problemof finding a rebar placement sequence from

a digital twin can be formulated as follows:
Given the digital twin of a rebar cage and an automation
system, find a feasible order in which the bars can be
installed by the system, one after another, to fabricate the
entire rebar cage.
Finding such a sequence is far from being trivial, due

Figure 2. The digital twin of a cage.

to its combinatorial nature [5]. The main focus of this
work is to investigate ways of reducing such complexity
by exploiting the nature of the problem and the domain
knowledge and expertise. In particular, in this paper, we
focus on finding an installation order for a single cage
while using rebar trajectories that are compliant with the
trajectories of the path planning algorithm proposed in [1].
We are then looking for an installation order for a cage

with the following constraints and assumptions:

1. The rebars are placed following vertical movements
complying with the path planning algorithm in [1].

2. The rebar should remain connected to, at least, one
other rebar from either the same or another layer at
each installation step, except for the rebar(s) in the
first layer which is(are) assumed to rest on the ground
and may not connect to another rebar (s).

3. The rebars are stiff, i.e., their geometry corresponds
to the geometry given by the digital twin.

In theory, the number of installation orders is equal to
the factorial of the number of rebars in each cage. Rebars
enumeration to solve the problem is therefore not possible.
We are interested in finding one feasible solution and thus,
orders evaluation can be stopped as soon as a solution is
found. This suggests using a backtracking and Depth-First
Search (DFS) [6] algorithm to solve the problem.
To further analyze the structure of the problem, we look

at all states that the cage can assume during fabrication,
denoting this as the states of a cage. A key observation
is that the same state of the cage can be part of different
installation orders. The history of how the cage came to a
state is not important. Saving the computations following
a certain state of the cage means that the computations
following from that state do not have to be performed
again if another order leads to the same state of the cage.
Summarizing the analysis, the problem is well suited for

a DFS algorithm. Furthermore, saving any computations
made during the search to be re-used is important since the
same state of a cage can be visitedmore than once. Finally,
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Algorithm 1: Forward Method Algorithm.
input : 𝐷𝑇 = Digital Twin
output : 𝑅 = Placement Sequence

1 𝑅𝑒𝑏𝑎𝑟 ←RebarData(DT) ; /* Determines
rebars parameters: ID, type, and
position w.r.t the system coordinate
framel */

2 [𝑠, 𝑍] ←Layers(Rebar) ; /* s: Number of
layers, Z: HLs coordinates, each layer
includes HLs with the same
𝑧−coordinates */

3 for 𝑗 ← 1 to 𝑠 do
// find all the rebars with at least
one Horizontal Leg in layer 𝑗

4 𝑡𝑚𝑝 ←RebarsInEachLayer(Z(j));
// sort rebars based on their “x-”,
“y-” and “z-”coordinates

5 𝑆𝑜𝑟𝑡𝑒𝑑𝑅𝑒𝑏𝑎𝑟𝑠( 𝑗) ←SortRebars(tmp) ;
/* from left to right */

6 end
7 𝑅 ← 𝑆𝑜𝑟𝑡𝑒𝑑𝑅𝑒𝑏𝑎𝑟𝑠

the criteria of complying with the path planning algorithm
mean that the DFS should be guided in a direction where
blocking yet-to-be-placed rebars are avoided.

4 Methodology
In this section, we present a heuristic to compute the

bar installation order that we call the Forward Method,
presented in Algorithm 1. In this method, rebars are added
one by one starting from scratch. This can be compared
with the Backward Method, presented in [7], which is
based on the main principle of disassembling the cage.
As motivated in the previous section we are going to use

a depth-first search to find an installation order. The search
needs to be guided in a way that increases the likelihood
of finding a feasible installation order. This means that the
path planning algorithm has to be taken into account.
The planning algorithm is designed to place rebars by

moving them straight down, followed by an approach
movement. Looking at a cage from above, the horizon-
tal rebar legs have a larger surface area than the vertical
rebar legs. We interpret this to mean that horizontal legs
in a partially assembled cage are more likely to block the
installation of further rebars. This is especially true for
horizontal legs which are at the top of the cage.
To use this idea to guide the search algorithm we as-

sign a height coordinate to each rebar, denoted as the 𝑍-
coordinate of the rebar, as the height of the top horizontal
leg of the rebar. The height is defined with respect to the

(a) A-Bar (b) B-Bar (c) C-Bar

Figure 3. Different rebar types used in this paper.

system coordinate frame which can be arbitrarily placed
anywhere on the floor. We then initialize the search algo-
rithm with a list of rebars where the order is from lower to
higher 𝑍-coordinate. The list is then used in the search by
adding rebars to the cage in the order in which they show
up in the list.
There may be, and often is, many rebars with the same

𝑍-coordinate in a cage. We denote collections of rebars
with the same 𝑍-coordinate as being in the same layer. In
a given layer the order in which the rebars should be placed
is not guided by the 𝑍-coordinate. This freedom is used
by ordering the rebars in a given layer by their distance to
the origin of the system coordinate.
The inclusion of an arbitrary origin may seem strange

at first. The rationale is that starting from some point
in space should maximize the size of free space around
the rebars in a partially constructed cage. Note, however,
that changing the position of the origin can affect both the
installation order and the convergence of the search.

5 Results and Discussion
The pseudo-code of the Forward Method algorithm is

explained in Algorithm 1. We used MATLAB®to imple-
ment the algorithm. To test the algorithm, we have chosen
the digital twin of a reinforcement cage, see Fig. 2, which
was designed for a bridge structure in Stockholm, Sweden.
For the sake of this paper, we simplified the cage to the one
with fewer rebars (from 198 bars in the original one down
to 44 bars), see Fig. 4. Noting that there might be a loss
of generality with any simplification, this simplification is
done for the digital twin to be imported to MATLAB® for
a faster prototyping phase. For the final product, however,
the software we are working on is being developed in C++
and will take the original digital twin directly as the input.
The simplified cage contains three types of bars, shown

in Fig. 3. For this case study, the algorithm can find a
sequence without backtracking in the depth-first search.
An order is also produced regardless of the position of the
coordinate frame. An example can be found in [8]. There
are overall 8 different layers in this case study, as shown in
in Fig. 4. which means that the cage will be fabricated in
8 different stages. The required number of robot’s trans-
lational movement to fabricate the cage, however, is equal
to the number of rebars in a cage.
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Figure 4. The simplified model of the cage in Fig. 2.

Figure 5. A row of 6 bars of two different types.

Unlike the presented case study, we can find cases where
the position of the origin affects the number of branches
that need to be explored in the search. An example is given
by the collection of rebars shown in Fig. 5 which contains
6 rebars. Depending on whether the origin is set to 𝑂1 or
𝑂2 the number of branches that need to be explored and
backtracking differs.

6 Conclusion
Finding a valid installation order so that the robots can

automatically fabricate a reinforcement rebar cage is a
challenging task. Especially if we take into account the
gantry robot’s trajectory to install the rebars as well as
all the many different rebar types. We, therefore, tried
to split the problem into two subproblems of (i) finding a
sequence(s) of rebar placement as an initial starting point,
and (ii) verifying that the determined sequences are exe-
cutable by gantry-robot systems. We addressed the first
part of the problem in this paper and presented an algo-
rithm to find a sequence(s) for placing the rebars in a cage.
Theoretically, the problem of finding the bar installa-

tion order is combinatorial with respect to the number of
rebars in the cage. This paper proposes a heuristic to be
able to compute a feasible solution. The executability of
the solution has been simulated on a simplified cage. The
solution, however, may not necessarily be the fastest pos-
sible solution to fabricate the cage as we are not aiming at
an optimal solution at this stage but rather a feasible one.

The presented algorithm requires the rebars to be con-
nected in each step of the assembly process. This is a 
relaxation of the cage’s stability requirement in each step. 
This relaxation will be addressed in future work.
We also need to address the second part of the problem. 

One idea in that direction is to use the algorithm presented 
in this work to produce several different installation orders, 
possibly by moving the origin into different locations, and 
see if any of these orderings is fully compatible with the 
path planning used for the gantry-robot system.
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Abstract -
National Highways commissioned the development of a 

Roadmap for Connected and Autonomous Plant (CAP), 
which proposed a programme of activities which would aim 
to deliver the widespread deployment of CAP. A particu-
lar milestone activity identified as an early target within the 
Roadmap was the development of a taxonomy for under-
standing the capability of construction plant for operating 
without human involvement. This would provide a unified 
language to understand how plant can be used to achieve 
tasks with reduced or no human intervention. This paper 
presents an overview of the process used in developing a tax-
onomy to achieve this purpose, including the principles un-
derlying the taxonomy, and the taxonomy itself. This builds 
on previous automation taxonomy work and applies it to the 
construction context and is further applied to two examples 
of autonomous compaction plant. It is concluded that the lev-
els establish a unified language for the capability evaluation 
of automation of plant. This will support and catalyse the de-
velopment of technology roadmaps amongst plant and tech-
nology manufacturers, enable procurement processes that 
incentivise the deployment of CAP within construction man-
agement, and support innovation practices by providing an 
understanding of the safety and operational implications of 
deploying automation on construction sites. It is also identi-
fied that the application of this taxonomy is not limited to the 
Construction environment.

Keywords -
Connected Autonomous Plant (CAP); Taxonomy; Au-

tomation; Autonomy; Plant

1 Introduction

The UK construction industry is undergoing transfor-
mational change, as it adopts digitised and automated pro-
cesses to overcome the challenges facing the sector. Due 
to the importance of heavy machinery (colloquially known 
as "plant" within the UK) for construction, the use of Con-
nected and Autonomous Plant (CAP) is of particular inter-

est to the industry, with new technologies being applied to
a wide range of activities, such as geofencing of plant op-
eration, the use of 3D machine control to meet the design
requirements, remote collection of data for both design
and as-built, semi-autonomous extraction and movement
of materials, and the introduction of offsite and robotic
construction methodologies.

However, the UK construction industry has not adopted
a unified approach to this transformation, resulting in vary-
ing levels of deployment of CAP across sites, and poor
information transfer between organisations. For example,
the use of continuous compaction control has been a stan-
dard industry practice within mainland Europe for over 15
years but has not seen significant adoption in the UK until
recent years. However, while some major projects (e.g.,
HS2) are implementing it, widespread adoption remains
some years away [1]. To alleviate this, National High-
ways commissioned the development of a Roadmap for
Connected and Autonomous Plant, [2]. Development of
the Roadmap drew on the expertise of over 75 stakeholder
organisations, through a series of questionnaires andwork-
shops. This stakeholder engagement identified a number
of barriers to the adoption of CAP including: a lack of a
legislative framework that permits and facilitates the use
of automation; the need for sufficient financial investment
with appropriate recognition of the benefits achieved; con-
tractual programmes which do not incentivise the use of
CAP; and the difficulties in developing technology and
connectivity across thewide range of plant used in the con-
struction sector. To address these barriers the Roadmap
proposes a programme of activities across 9 workstreams,
which would aim to deliver the widespread deployment of
CAP as milestones are achieved.

The Roadmap was jointly launched by National High-
ways and the Infrastructure Industry Innovation Partner-
ship (i3P) in June 2020. The Roadmap estimates that, if
the deployment of CAP within the UK construction sec-
tor can replicate the productivity and efficiency benefits
that automation achieved in the manufacturing sector, then
benefits of £200Bn could be achieved by 2040. However,
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this requires that the steps outlined in the Roadmap are
rapidly actioned – a delay of 5 years would see the 2040
savings reduced by over 50% as a result of delays in the
deployment of technologies and innovations.
A key early milestone identified within the Roadmap is

the development of capability levels and taxonomy for clas-
sifying the automated capabilities of construction plant.
Standards and taxonomies are useful tools for driving in-
novation and development by specifying a vision of the
future and a potential pathway to achieving it [3]. For
example, the creation of a taxonomy provides a unified
language for the industry to understand how plant devel-
oped by Original Equipment Manufacturers (OEMs) and
technology retrofitted by third party developers can be
used to achieve tasks with reduced or no human inter-
vention. This facilitates the specification of development
strategies, contracts, standards, and procurement strate-
gies that can be readily understood across the industry,
promoting a unified direction. To this end, National High-
ways commissioned the development of a taxonomy for
the automated capability of plant.

2 Methodology
As automation has been developed and implemented in

other industries, there has been the parallel development
of supporting taxonomies so that each industry can under-
stand their progress towards full automation. Hence, the
first stage of the development process of a taxonomy for
the automation of construction plant was an extensive liter-
ature review of other industries’ taxonomies. This review
considered the agriculture, aviation, manufacturing, mar-
itime, military, mining, rail transport, road transport, and
space sectors. The underlying principles and assumptions
of each taxonomy were examined, and their applicability
to other industries considered, so that best practice for the
construction industry could be identified.
Following the review, an initial version of the taxon-

omy was drafted. This draft was subject to project team
peer review throughout its development. Following the
production of the final draft version, it was then reviewed
through a series of workshops held with industry stake-
holders from 32 organisations between the 30th of Novem-
ber and 2nd of December 2021. These stakeholders were
drawn from all sectors that interact with plant throughout
the construction process, from OEMs that design and de-
velop plant, designers who create the designs that plant
implement, procurement and contract writers who deter-
mine the types of plant used on site, site managers who
control the deployment of plant within a construction site,
and plant operators who physically use the plant. These
stakeholders were drawn from the community which Na-
tional Highways established during the development of
the Roadmap. Stakeholders were invited to participate

through an online questionnaire which was distributed to
the community and publicised through social media and
word of mouth. Following this, the positive responses
were analysed to understand what type of organisations
they belonged to (OEM, client, end user, etc.). During
the workshops the stakeholders were asked to rate (on a
scale 1-5, where a higher score is more useful / easier to
understand) the taxonomy on its utility (achieving a mean
score of 3.9/5 and a standard deviation of 0.85) and how
easy it is to understand (achieving a mean score of 4/5 and
a standard deviation of 0.80). The feedback from these
workshops was collated and used to refine the taxonomy.
The taxonomy was launched in the UK at FutureWorx in
March 2022, and is presented in the following sections.

2.1 Literature Review

The full content of the literature review is given in [4],
which presents the contents of this paper in greater detail.
Here we present a summary of the review, focusing on the
taxonomies which are of greatest interest and relevance to
the development of a taxonomy for construction plant.
A key early development of a taxonomy for automation

was the 10-point scale classifying the automation of under-
sea teleoperators, developed by [5]. In subsequent work
[6] Parasuraman recognised that this taxonomy focused on
decision selection and action implementation, and did not
fully describe the capabilities of the human information
processing system. It was therefore proposed that the hu-
man information processing system could be abstracted to
four classes of functions which could each be automated
to different degrees: 1. Information Acquisition, 2. Infor-
mation Analysis, 3. Decision and Action Selection, and 4.
Action Implementation. However, no detailed taxonomy
was developed to implement this proposal until [7], who
used the 4-stage human information processing system as
the basis of a taxonomy to describe automation of Air
Traffic Control centres. This taxonomy acted as the basis
for a simplified version which was presented in [8].
In [9] Clough presented a taxonomy for the operation

of Unmanned Aerial Vehicles (UAVs), drawing on a very
similar classification of human behaviour to that proposed
above. However, this drew on the Observe-Orient-Decide-
Act principles that were developed by John R. Boyd for
combat principles and are summarised in [10]. Notably,
the central tenant of Clough’s taxonomy is that “if building
machines to replace human capability, they should be un-
derstood in the same way we understand human actions”.
Perhaps the most widely known taxonomy has been de-

veloped by the Society of Automotive Engineers (SAE)
for use in describing Connected Autonomous Vehicles
(CAVs) operating on the road network[11]. The basis
of this taxonomy is conceptually different to other tax-
onomies, defining a dedicated driving task (DDT) com-
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prised of two aspects of object and event detection and
response (OEDR), and the lateral and longitudinal control
of vehicle motion. The different levels of automation are
achieved by incrementally handing control over each as-
pect of the DDT to an automated system from the human.
The SAE taxonomy has two extensions to the DDT for
higher levels of automation – the responsibility for safe
operation of the CAV and the Operational Design Domain
(ODD), which define the constraints in which the CAV can
safely drive without human intervention.

2.2 Basis for the Development of the Taxonomy

Construction presents unique challenges that make it
particularly challenging for introducing automation. A
large proportion of these challenges feature in the complex
ODDs in which plant typically operate:

• Construction sites are of variable size and formwhich
are typically not designed for plant to be there (in
contrast to the road environment for CAVs).

• Construction sites are exposed to external uncontrol-
lable factors.

• Operations are regularly concerned with modifying
the environment in some way.

This is explored more fully in [4]. In addition to these
challenges, the range of tasks which construction plant are
expected to perform is significantly more complex than
other industries and it is more typical for plant to be aug-
mented with after-market systems whichmodify its perfor-
mance in some way. As such, we have developed a more
granular taxonomy to accommodate these differences.
In developing the taxonomy for the automated capabil-

ity of plant, three aspects of the above taxonomies were
identified and utilised. Firstly, we adopted the same central
tenant as Clough and developed the taxonomy on the basis
of the 4-stage human information processing loop (here-
after referred to as the Observe-Understand-Decide-Act
(OUDA) loop), with some slight modifications to termi-
nology for clarity. We refer to this as a loop because it
happens continuously as we (or a machine) interact with
our environment to achieve a particular task, see Figure 1.
This task can be considered from a strategic level, which
may feature a small number of these loops, or from a
very detailed, immediate activity level where hundreds of
these OUDA loops are occurring in quick succession (or
indeed quasi-simultaneously). It is important to note that
the 4 stages are an abstraction to aid in understanding the
concept and may not be how an automated machine is im-
plemented – some aspects may be combined or hard coded
and some aspects may not be explicitly defined. However,
the abstraction is conceptually useful for discussing how

different kinds of automation might be implemented, and
the automated capabilities different systemsmight achieve.
It is also the case that the validity of subsequent stages is
dependant on information available in the previous stages
and that subsequent stages cannot rely on more informa-
tion than is available in the previous stage. The levels are
also asymmetrical, meaning capability comparisons can-
not be made between equally levelled stages, that is to say,
a level 2 understand stage does not equate in automation
to a level 2 act stage.

Stage 1 Observe

•Acquire data from

surrounding

environment

Stage 2 Understand

•Process data to

determine situa on

Stage 3 Decide

•Determine ac on to

be implemented

Stage 4 Act

•Carry out selected

ac on

Figure 1. Stages of the human information process-
ing loop [6, 10]

The second area included in the development of the
taxonomy is the need for an explicit classification of Fall-
back and Responsibility. This is of critical importance to
the construction industry, where plant is being operated in
complex environments with a mix of other vehicles and
pedestrian workers. A clear taxonomy for Fallback and
Responsibility defines who or what is responsible for the
safe operation of the plant and who or what is expected
to respond to any unexpected incidents or changes to the
operating conditions of the plant. This provides a clear
understanding to plant operators and site managers about
the safety conditions that need to be established so that
plant of particular capability can be deployed on a given
site.
A final area, which is important to consider when defin-

ing a taxonomy, is the influence of the Operational Design
Domain (ODD) on how the taxonomy can be applied.
In simple terms, the ODD defines the conditions, both
physical and digital, in which the plant can perform at its
expected level of automation. It is worth noting that the
ODD is a property of both the automating system and the
system being automated. That is, the computer control-
ling themachine has some conditions in which it can safely
control said machine, as well as the machine itself having
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some conditions in which it can operate, even if it was a
human controlling it.
In the SAE taxonomy for CAVs operating on the road

network there is no explicit discussion of ODD – it is
either limited (i.e., there are some constraints on the sys-
tem’s ability to replicate human driving ability) or it is
unlimited (i.e., there are no constraints on the system, and
it can replicate or exceed a human’s driving ability in all
conditions in which the vehicle itself can operate). How-
ever, this simplification was felt to be inappropriate for
the construction industry due to the highly complex nature
of construction sites in comparison to the road network .
Hence whilst CAVs are designed to operate in an environ-
ment which has been created for their operation, CAP will
operate in environment which are not tailored for it. In [4]
a more explicit discussion of ODD is included, alongside
a detailed consideration of what physical and digital pa-
rameters should be included when defining the ODD of a
particular piece of plant. The following sections describe
the resulting taxonomy for automated plant developed in
this work.

3 Taxonomy for the Automated Capability
of Plant

3.1 Stage 1: Observe

Observing is the act of acquiring information (Obser-
vations) on the current situation from the surrounding en-
vironment through various sensing organs / sensors and
through any existing communications channels. The tax-
onomy is presented in Table 1.

Table 1. Participation of human and system for each
level of Automation for Stage 1: Observe

Level Name Sensor

0 No
Automation Human

1 Partial
Automation

Human &
System

2 Full
Automation System

3.2 Stage 2: Understand

After the observations on the surrounding environment
and current situation are acquired through the Observe
stage, this data must be processed to develop an under-
standing of the situation. To accommodate the different
aspects of the Understand stage we consider three compo-
nents, Compare, Predict, and Learn, defined as:

• Compare: Understanding the current state by com-
paring the Observations to existing values and thresh-
olds.

• Predict: Understanding the future state through a
pre-defined model against which the Observations
are applied.

• Learn: Understanding the future state by learning
from the outcomes of past Decisions and Actions and
applying this.

We include both prediction and learning to provide the
potential for operatives and systems to develop their skills.
The taxonomy is presented in Table 2.

Table 2. Participation of human and system for each
level of Automation for Stage 2: Understand

Level Name Compare Predict Learn

0 No
Automation Human Human Human

1 Automatic
Comparison

Human
& System Human Human

2 Automatic
Prediction

Human
& System

Human
& System Human

3 Full
Automation System System System

3.3 Stage 3: Decide

In the Decide Stage the outcomes of Understanding are
used to develop a set of possible actions that could be car-
ried out, and a Decision made on which action to select.
Hence Decide contains three components – Generate, Se-
lect, and Inform - defined as:

• Generate: The creation of a set or list of possible
actions based on the understanding of the situation
(from the Understand stage).

• Select: The choice of one of the actions. This can be
an unrestricted selection (pick any option, or even an
option not presented as part of the Generation step,
i.e., can go off-list - an Open List) or a restricted
selection (choose an option that was presented as
part of the Generation step, i.e., cannot go off-list - a
Closed List).

• Inform: Provide awareness to the party responsible
for approving and/or implementing the selected ac-
tion.
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It is important to note the generation of a list of actions
is unlikely to be explicit in most implementations of an
automated system, but it is a useful concept to differen-
tiate the different levels of automation. The taxonomy is
presented in Table 3.

Table 3. Participation of human and system for each
level of Automation for Stage 3: Decide

Level Name Generate Select Inform

0 No
Automation Human Human Human

1 Open List System Human Human
2 Closed List System Human Human

3 Informed
Selection System System Human

4 Full
Automation System System System

3.4 Stage 4: Act

The selected Decision must be implemented through
Action. To assist in understanding the roles of the human
and the system at each level of automation within the Act
stage, we consider two components:

• Implementation: The party which initiates and car-
ries out the action selected at the Decide stage.

• Monitoring: The party which ensures that the action
selected at the Decide stage is being carried out as
intended.

The taxonomy is presented in Table 4.

Table 4. Participation of human and system for each
level of Automation for Stage 4: Act

Level Name Implement Monitor
0 No Automation Human None

1 Automated
Guidance Human

System
Guides
Human

2 Automated
Intervention Human

System
Restricts
Human

3 Supervised
Automation System

Human
Monitors
System

4 Full
Automation System System

3.5 Fallback and Responsibility

The concept of Fallback and Responsibility underpins
the information processing chain. We define these as:

• Fallback: Who or what ensures that, when the plant
suffers from a component failure, encounters an un-
expected situation, or leaves its Operational Design
Domain, it either continues to operate or fails in a
safe manner.

• Responsibility: Who or what ensures that the task is
being carried out (either manually or automatically)
in a safe and proficient manner to the desired quality.

It is possible for each component of the information
processing chain to feature different levels of automated
fallback and responsibility, which would create a complex
classification system. To simplify this, the lowest level of
automation of fallback and responsibility can be used to
indicate the level of human responsibility expected. To
describe the taxonomy for fallback and responsibility, we
have considered there to be two aspects of fallback and
responsibility which can be automated - Judgement and
Intervention, defined as:

• Judgement: Who or what decides when the plant has
entered a situation which is not within the ODD of
the plant.

• Intervention: Who or what takes over the operation
of the plant when it has a entered a situation which is
not within the ODD of the plant.

The taxonomy is presented in Table 5.

Table 5. Participation of human and system for each
level of Automation for Fallback and Responsibility

Level Name Judgement Intervention

0 Human
Monitoring Human Human

1 Human on
Request System Human

2 System System System

3.6 Combining the Individual Taxonomies

In the above, we have established a taxonomy for each
stage of the OUDA loop and for Fallback and Responsi-
bility, (together referred to as OUDA-R for simplicity) for
CAP. These have been discussed as separate, standalone
classifications such that each could be independently au-
tomated. However, when applying these to a particular
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piece of plant they would interact, with each stage having
implications for future stages.
A simple example is that of undertaking the Observe

stage with a level 0 system. Here no observations are
made by autonomous components, and hence it is not pos-
sible for anymeaningful level of autonomy to be applied to
the Understand, Decide, and Act stages. This can be gen-
eralised to a useful principle for determining if a particular
combination of levels is allowed – information collected
and used at each stage must be passed to the relevant party
for that party to remain involved in the processing loop in
subsequent stages. In simpler terms, this means that if a
human or automated system is not involved at an earlier
stage then this party should not be involved in subsequent
stages.

4 Application to Example Plant
We have selected two types of existing technology to

demonstrate the potential application of each of the tax-
onomy components described above. We have chosen to
focus on two example compactors, as this is a relatively
simple construction activity which primarily involves con-
trolling a plant to operate within a defined area to achieve
a target amount of compaction. In contrast to an exca-
vator, the way in which a compactor interacts with its
environment is much simpler, as the compactor does not
add or remove material. As such, automation within the
compaction space is more easily achieved than other con-
struction tasks.

4.1 Robomag

Figure 2. BOMAG Robomag Autonomous Roller

The BomagRobomag, Figure 2, is an autonomous roller
which can be deployed without a manual operator to carry
out a pre-defined compaction task which is specified in the
design documents uploaded to it. The Robomag operates
within a geofenced area, determining how to achieve the

target level of compaction in a safe manner and provides a
continuous record of how this task was completed.

Observe Level 2 - Robomag is equipped with GNSS,
LIDAR and stereo cameras to allow it to observe it’s en-
vironment in high-fidelity automatically. It also has drum
sensors and other proximity sensors for collision avoid-
ance.

Understand Level 2 - Robomag uses observations to
understand its environment automatically. For example,
the GNSS receiver enables the machine to understand its
position within a geofenced site area, the drum sensors
provide automated understanding of stiffness.

Decide Level 3 - The machine calculates the most effi-
cient way of completing pre-set tasks within the geofence
and begins operating, a manual route override is available
prior to tasks beginning.

Act Level 4 - The machine implements the predefined
compaction task, without the ability to override these op-
erational inputs. Utilising interpreted data from drum
sensors, Robomag automatically adjusts compaction force
for consistent stiffness, increasing for soft spots and de-
creasing for hard spots.

Responsibility Level 2 - The machine is responsible
and capable of maintaining its safety without intervention
from a human.

4.2 CAT Command for Compaction

Figure 3. CAT CS56B Compacter

The Cat CS56B, Figure 3, is an example of a standard
compactor which has been augmented with an automatic
system to achieve compaction, the CAT Command for
Compaction package. This enables a human operator to
define a target area by driving the compactor to each corner
of the space, set a target compaction value or number of
passes, and record a driving line which the automated
system will replicate until the target is achieved.
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Observe Level 2 - TheCATCS56Bcontains all required
sensors including dual RTK positioning and radar object
detection to allow the vehicle to run in AUTO mode, but
requires a human to observe the environment for safety
reasons.

Understand Level 2 - The system uses observed param-
eters to understand all environmental parameters required
to complete the compaction task.

Decide Level 3 - The operator inputs an overall task and
the system assesses if it is able to run in AUTO mode to
achieve this task by deciding what actions are necessary.
If the systems are operating as normal, the machine will
carry out its task until completion.

Act Level 3 - The machine implements the input com-
paction task. The difference to Robomag, and hence its
lower level, is that this machine is being more closely su-
pervised. The operator must react to system messages to
continue in AUTO mode.

Responsibility Level 1 - The system is responsible for
maintaining the safety of the machine in AUTO mode;
however, it will ask for human interventionwhere required.

5 Discussion
The experience gained in applying the taxonomy to ex-

ample plant has shown that there is a need to be clear
on whether the levels describe a subsystem, or the system
(plant) as a whole. It is possible for a specific subsystem of
plant to be very highly automated and hence score highly,
but this may not apply to the entire machine. When classi-
fying item of plant it is important to clearly convey what is
being assessed for its automated capabilities. When con-
sidering the classification of plant holistically, we recom-
mend labelling it as the lowest scoring combination of the
considered subsystems as this will overestimate the role of
the human operator. This is beneficial in the construction
environment where safety is the paramount factor.
A concept related to this is that the taxonomy has been

developed for application to specific pieces of plant, but it
would be equally possible to consider automation as being
a property of the task to be completed. That is, there may
be benefit in assessing the degree of human involvement
required to successfully implement a particular construc-
tion task, no matter the number of machines involved in
achieving this.
We also note that in the above examples both of the

compactors score relatively highly within the taxonomies.
This is partly due to the specific and narrow scope of
the operations the compactors are expected to perform.
Focusing on specific types of task could enable OEMs to
develop highly automated systems, as the expected ODD
and task requirements are well understood. In contrast
an excavator, for example, undertakes a wide range of
activities, which presents a greater challenge for OEMs to

overcome when developing automated systems. Thus, as
the use of automated technologies expands on construction
sites we might expect the initial applications to be in the
more achievable areas.
It is also worth noting that although a system may score

highly against the OUDA-R taxonomy this does not imply
that it would be a ‘good’ system for use within a given
site. There are two elements to this. Firstly, although
a system may be highly automated it may have signifi-
cant mechanical or operational deficiencies when used in
a particular environment that renders the machine unsuit-
able for deployment. Secondly, a high level of automation
may not be the best way of achieving some tasks – au-
tomation is best suited for highly repetitive, precise tasks
which suit computerised control, whereas human control
allows for highly adaptive and responsive operations to be
implemented.
Finally, we have discussed above the Roadmap for CAP,

and its milestones. The Roadmap suggests that the im-
plementation of CAP could be encouraged through both
technical and commercial development. Hence, in addi-
tion to supporting a common language across automated
technology in CAP, the levels could help to provide a com-
mon language for use in contracts that aim to encourage
deployment of automated construction techniques. Our
examples suggest that this will require care to ensure that
contractual requirements are staged to match the techno-
logical capabilities to the defined construction activity -
the levels provide the tools to support this.

6 Conclusion
This paper has presented the development of a new tax-

onomy for classifying the automated capability of plant,
and the resultant definitions of each level within the tax-
onomy. The levels have drawn on previous experience in
other industries, refined and adapted to meet the needs of
autonomy in construction. This has lead to a four stage
process plus a fallback stage (OUDA-R). An initial peer re-
view of the levels carried out in the stakeholder workshops
and feedback received during the launch has suggested that
the proposed approach should be both practical and under-
standable to the industry. To demonstrate application we
have applied the taxonomy to two different compaction
systems to show how an assessment of automated capa-
bility could be carried out, and discussed the challenges
associated with such an assessment. These levels can be
utilised by industry to greatly improve information trans-
fer when discussing and considering automation of plant.
This will support and catalyse the development of tech-
nology roadmaps amongst plant and technology manufac-
turers, enable procurement processes that incentivise the
deployment of CAP within construction management, and
support innovation practices by providing an understand-
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ing of the safety and operational implications of deploying
automation on construction sites.
The proposed taxonomy must be applied by industry to

provide an understanding of the functional suitability of
the taxonomy, so that it can be refined. Industry would also
benefit from considering what approaches to automation
will be adopted, and if there is a need to develop further
taxonomy for the automation of tasks. As identified in the
Roadmap [2], there should be no delay to adoption of CAP
technologies and supporting work such as presented here,
as this may reduce 2040 savings by over 50%.

7 Future Work
Future work for the authors, National Highways, and

wider industry is to deploy the taxonomy across a wide-
range of construction sites to begin tracking autonomous
capability of multiple machines at scale. From this key
performance indicators (KPIs) can be created and then
CAP expectations and mandates made into contracts to
affect these KPIs. Additional work has already begun with
standardisation bodies (BSI/ISO) to ensure the taxonomy
can be ratified at a larger scale as well as influence other
standards. A method of certifying plant against these
levels may also be explored to reduce duplication of effort
as well as ensure uniformity and fairness in scoring.
Although the taxonomy was developed for use within

the construction industry, there is no fundamental aspect
which restricts its use to the construction sector. As part
of the refinement process, understanding how it applies
to other sectors and its utility beyond the construction
sector will be explored. This is of particular relevance to
industries which also make use of heavy machinery such
as mining or agriculture.
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Abstract 
Oil and Gas (O&G) projects have complex 

engineering endeavours. A digital information 
management process is vital to increasing efficiency 
due to projects' size and complexity. The industrial 
plants' commissioning is regarding on-site testing to 
check performance and ensure final compliance of all 
equipment and systems installed. On-site 
commissioning procedures are mainly still managed 
by paper-work-based conventional methods. This 
work presents a digital solution' architecture 
developed based on an O&G company commissioning 
processes mapped. The novelty is assuring through a 
new integrator system agility and data traceability 
over digitalisation on-site commissioning procedures. 
Finally, the commissioning topic has limited scientific 
applied research, which this paper enhances future 
works. 

Keywords – 
O&G; Commissioning; Digitalisation; Processes 

1 Introduction 
South America has abundant deep-waters oil reserves 

[1]. Oil and Gas sector exploration projects have 
substantial budget investments, multiple interfaces, and 
complex engineering endeavours  [2]. Due to the project's 
size and complexity, the management process is vital to 
increasing efficiency [2], [3]. The industrial plants 
commissioning is regarding on-site testing of all 
equipment and systems installed to check performance 
and ensure final compliance [4]. Therefore, the 
digitalisation of the commissioning activities will 
contribute to high-quality assurance providing digital 
data traceability [5] increasing performance [6]. 

Commissioning on-site procedures of inspection and 
tests are mainly still managed by paper-work-based 
conventional methods [7], [8]. Lacking interoperability 
and the information post record over software systems 

are persisting issues that inhibit digital process-oriented 
management [6] making the processes prone to errors [9]. 
The IFC (Industry Foundation Classes) is a neutral and 
open data format standardised by the ISO 16739-1 and 
used for modelling activities and attributes related to an 
engineering project [10]. Although the use of IFC has 
increased over time, this format is not widespread in the 
O&G sector. As a result, there are no IFC applications for 
facility commissioning information management. 

To face this challenge, CERTI Foundation, a Centre 
of Reference in Innovative Technologies and an O&G 
(Oil and Gas) Company from South America, started an 
innovation project to develop a digital solution to deploy 
commissioning on-site with the integration of existing 
systems and new mobile applications. The project aims 
to develop an application interface that can implement 
inspections and tests commissioning procedures 
customised by managers to be deployed on-site where the 
workforce can receive and record the execution of the 
tasks in near real-time.  

This work presents the digital solution' architecture 
developed based on the commissioning processes 
mapped. An IDM (Information Delivery Manual) [11] is 
performed to capture the current business process (as is) 
integrating all stakeholders. The identification of the 
status quo allows the understanding of detailed 
commissioning specifications concerning stakeholders, 
processes, systems and information. After, together with 
the O&G commissioning management team a "as to be" 
process is developed setting the new system 
requirements. Finally, the novelty is regarding assuring 
through a new integrator system agility and data 
traceability over the digitalisation of manual paper-based 
on-site commissioning procedures. It should be 
highlighted that the topic has limited scientific applied 
research, and this research contributes to enhancing 
future works. 
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2 Commissioning procedures in the O&G 
sector 

2.1 Background 
Once O&G projects assembly is consolidated, and 

before plant operations, a detailed commissioning 
process is mandatory [12]. The commissioning process 
guarantees that the assets will be delivered to users in 
complete conditions, with all tests and preservation 
carried out and updated documentation [13]. The 
commissioning phase is time-consuming and can be 
associated with health, safety and environmental (HSE) 
risks [12]. 

● The O&G company where the project is conducted 
uses three basic activities over the commissioning 
process. 

● Commissionable tagged items – Any physical 
component previously identified with a vital 
function over the plant process. 

● Preservation – This is a cyclical process of activities 
that aim to preserve the best conditions and 
functioning of the items that constitute the 
industrial plant. 

● Systems Mesh verification – Interconnected set of 
commissionable items that compose a system mesh 
often concerning a plant piece of processing (e.g., 
gas injection system, cooling water system). 

While for some authors, activities can be separated 
into pre-commissioning and commissioning, others 
consider commissioning a unique phase that falls within 
the pre-operation and construction phases [14], [15]. 
However, regardless of the project breakdown structure, 
the commissioning information management success is 
connected to integrating and managing information 
through systems and databases. Most importantly, the 
software communication is integrated into different 
languages and needs a fully integrated data exchange. 
However, software integration is often prone to error, 
lacking completion and low accuracy [9], demanding 
interoperable actions.  

Poor data recording can significantly threaten project 
performance [15]. Information management is crucial for 
the O&G sector and directly impacts project quality 
assurance [16]. In a non-automated process, paper 
documentation assigned forms will directly prove that the 
procedure is done. The information generated during the 
commissioning process must harmonise and correspond 
to the project requirements [16]. Often, last moment 
documentation collection and preparation to deliver to 
clients impacts projects delay and claims [15]. Also, 
periodic reports are vital for the commissioning 
execution as the management team can exchange 
information about the project progress and identify areas 

of concern [15]. Therefore, it is essential to use a system 
that allows the management of documents that lead the 
procedures involved in the project. Furthermore, a 
commissioning system should fully visualise the 
processes and enable communication between those 
involved. 

2.2 As is commissioning procedures 
The O&G commissioning process studied is currently 

performed in a database software system that creates PDF 
files to orient on-site activities. The actual database 
system works with a fixed process, which means that the 
process has to happen as designed in the first version of 
the system. It is not allowed to update, change or 
customise the activities. Most importantly, all the on-site 
procedures are performed based on printed paper forms. 
As activities performed on-site are later recorded on the 
system by human input. The following steps performed 
by the specific actors are conducted for commissionable 
items and system mesh verifications: 

● Managers: Login the system, input information 
regarding commissionable items and systems mesh 
and release the commissioning procedures (items 
verifications, mechanical inspections and 
functional tests). 

● System Operators: Print the technical inspection 
procedures and send them to the on-site workers. 

● On-site workers: Receives the paper forms with the 
technical inspection activities, performs them, fills 
the paper forms with the execution information, and 
sends the paper to the system operators. 

● System Operators: Record the activities 
information to the system and send the paper forms 
for approval. 

● Managers: Fill out the paper forms with the process 
approval and send the papers back to the system 
operators. 

● System Operators: Record the approval information 
on the system. 

The preservation is a cyclical and parallel process and 
is over just when all the commissioning process is 
completed, it follows the steps below: 

● Managers: Login in the system and input 
information regarding preservation procedures. 

● System Operators: Input the information that will 
release the preservation procedures. Print labels 
with the procedures and place them in the respective 
items on-site. 

● On-site workers: Find the items with the labels, 
perform the procedure and fill the paper with the 
activities information. 

● System Operators: Go on-site to collect the items' 
execution information, record them in the system, 
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send them to approve and send an email to inform 
the managers about the approval process. 

● Managers: Approve the preservation procedure in 
the system. 

2.3 As to be commissioning procedures 
As identified, the main bottleneck was related to 

manual commissioning activities, instructions, and 
reports. Based on that, the new process designed targets 
eliminate all paper-related steps. Deploying the 
commissioning procedures for digitalisation using a 
process-oriented architecture increases users' usability by 
providing a tailor-made tool. That concept will increase 
quality assurance where the company engineering team 
is now in charge of modelling the procedure flows and 
checking the field procedures execution.  

As the process is dynamic, it is possible to add as 
many approval steps as they want to assure that the right 
information is uploaded. So, if one activity is refused, it 
will return to the field worker with the appropriate 
guidelines for correction. And until the evaluator does 
not approve, the activity does not follow the flow. The 
new processes facilitated and eliminated users' work. The 
following steps demonstrate the new process: 

● Managers: To log in to the web application to 
design a commissioning procedure using 
standardised processes or model new ones.  

● On-site workers: To log in to the mobile application 
and identify the procedures to be conducted. To 
perform and report the activities execution 
concerning the items verification, system mesh 
verification and preservation. 

● Managers: Receive the procedures completion 
alerts and directly in mobile or web applications 
perform the approval or not. 

With the new flow, there is no longer a need for a 
dedicated System Operator as Managers can quickly 
check the data uploaded and executed activities. In 
addition, the managers can adapt the workflow of the 
procedure through the system to satisfy the new 
demands. The software will have embedded continuous 
improvement since it is possible to analyse the new 
workflows designed and implement improvements over 
the procedures.  

The system interoperability will be made over 
Industry Foundation Classes (IFC) to assure accuracy in 
data exchange when necessary and improve the 
transparency in the process. An IFC commissioning 
schema was developed and published in an open 
repository (doi.org/10.5281/zenodo.5786902) where 
different vendors can access [17]. The IFC 
commissioning standard in IFC JSON was validated by 
the buildingSMART converter [17] . 

Thereby, the commissioning process developed will 

have significant improvements, such as: 

● Significantly lead-time reduction. 
● Data consistency and traceability in near real-time. 
● Workforce reallocation to functions that add value 

to the process. 
Figure 1 shows the system use case diagram that helps 

to describe the relationship between the system, actors, 
and case uses. The managers (primary actors) can use the 
web system for configuration, customisation, and 
validation of the commissioning procedures. The on-site 
workers (secondary actors) will utilise the mobile to 
receive the procedures and record the work done. 
 

 
Figure 1. Digital commissioning use case diagram 
 

Figure 2 presents the architecture systems concept. 
The Digital Commissioning system is a web and mobile 
application with the same interface, making a two-factor 
authentication by the ADFS (Active Directory Federation 
Service). 

 Figure 2. Digital commissioning architecture 
system concept 
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The ADFS service enables a secure sharing of 
identifying information through the client system to call 
the service backend by an authentication token. The 
backend is based on microservices in a cloud computing 
server. It stores the data in an internal database (Digital 
Commissioning database) while calling the client system 
API to synchronise the same data in the client system 
database. 

2.4 Remarks and Future Directions 
This work summary presents a system that brings a 

digital solution that automates the commissioning 
process. The digital management of the information 
directly affects procedures performance evidence. When 
the digital solution is fully implemented, the 
commissioning process will be done quickly, increasing 
quality assurance and eliminating non-value activities. 
Finally, bringing easiness to workers' routine with digital 
data traceability. This work is limited to presenting the 
commissioning flows only considering the procedures 
on-site. In future research, this digital solution will add 
IoT (Internet of Things) and integrated Building 
Information Modelling (BIM) to develop mixed-reality 
tools for on-site workers. 
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Abstract –  

The Architecture, Engineering, and Construction 
(AEC) industry has undergone a significant and 
radical transformation in its design and 
documentation process as it evolved from the days of 
the drafting board to today’s Building Information 
Modeling (BIM) process. As BIM remains the center 
of this transformation, it is important to keep both 
practitioners and academicians updated on the 
current state-of-adoption of BIM in construction 
projects. Thus, this paper presents the results of a 
BIM survey conducted on 125 respondents 
representing 83 companies located in the United 
States of America, United Kingdom, Netherlands, 
and Canada. The types of the targeted companies 
varied between Owner, Owner’s Representative 
(OR), Architect/Engineer (A/E), General 
Contractor/Construction Management (GC/CM), 
Mechanical Contractor, Electrical Contractor, Sheet 
Metal Contractor, Plumbing Contractor, Fire 
Protection Contractor, Structural Steel Contractor, 
and Facility Manager. Findings of the paper 
elaborate on why companies are using and requiring 
BIM, why companies are not using and requiring 
BIM, and how BIM is being used by the different 
company types across the project lifecycle.  

 
Keywords – 

Building Information Modeling; BIM; AEC 
Industry; Construction Projects; Usage; Practices; 
Users; Construction 4.0; Construction Project 
Lifecyle 

1 Introduction 
The fourth industrial revolution, coined as Industry 

4.0, has been reshaping the way work is done in the 
twenty first century, and the construction industry is no 
exception to this transformation [1][2]. The mapping of 
Industry 4.0 onto the Architecture, Engineering, and 
Construction (AEC) industry has been coined as 
Construction 4.0 – a radical transformation that is 

digitizing and industrializing the AEC industry using 
technology [3][4]. Major technologies such as 
augmented reality, robotics, big data, drones, and digital 
twins are being heavily investigated to increase their use 
across the construction project lifecycle [5][6][7][8][9].  

One major component at the center of Construction 
4.0 is Building Information Modeling (BIM). Studies 
that investigated Construction 4.0 have identified BIM 
as a major enabler for the construction transformation 
[10][11]. [4] noted that BIM is at the center of the 
construction industry transformation since it is the 
technology that interacts with every other Construction 
4.0 technology. BIM has also laid down the foundation 
for construction firms to adopt a wide variety of 
technology because it incorporates people, processes, 
and technology [12]. 

Given its essential role in advancing the industry, the 
continuous investigation of BIM in the AEC industry is 
critical to keep both academicians and practitioners 
updated on the latest state-of-adoption of BIM in the 
industry [13]. This paper provides an overview of the 
state-of-practice of BIM surveying 128 construction 
practitioners on their rationale for using BIM and their 
perceptions on the usage and users of BIM across the 
construction project lifecycle.  

2 Background 

2.1 The Evolution of Construction 
Information Technology 

Ever since humanity started building structures, 
there have been accompanying methods of drawing, 
sketching, and planning of these structures. The two-
dimensional (2D) drawings for architectural purposes 
have been traced back to Ancient Egypt [14] and have 
evolved over the course of history to keep pace with the 
advancing complexity and ambition of the built 
environment. 

The most common purpose of 2D construction and 
architecture drawings is the presentation and 
visualization of an as-yet unbuilt structure, 
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communication of the designer(s) intentions, and 
instructions for later on-site work. The earliest known 
drawings of this type are Egyptian, as previously stated. 
The next evolution of construction documentation 
occurred in middle-ages Europe. During that time, 
construction was overseen in all aspects by a ‘Master 
Builder’ who would plan, manage, and execute a project 
for an owner or patron. To communicate the particulars 
of the design to that patron, the master builder would 
employ scale models [15]. The patrons, usually landed 
nobility, provided the funding for many of the most 
iconic structures we know today – the castles and 
fortresses of feudal Europe. However, the term 
‘construction documents’ as currently used still did not 
yet exist. The master builder relayed instructions to the 
workers verbally or through demonstration, rather than 
disseminating plans and drawings. Many particularly 
complex aspects of the project were developed as full-
scale mockups on site, using real materials.  

In the Renaissance, projects grew larger and more 
complex, and the master builder spent more time off-
site working through engineering problems in the 
‘office’. Eventually, early engineering drawings 
emerged. They served a twofold purpose – to 
communicate to experienced craftsmen what should be 
built, and to show a particular detail or section to the 
patron(s) for their approval [16]. The consequence of 
the master builder spending more time off-site was the 
creation of the superintendent position, as the project 
still required supervision on-site. Thus, the master 
builder assumed the new responsibility of coordinating 
communications between the patron (owner) and the 
superintendent, while making design changes. As 
construction continued to grow more complex, the 
various trades began to specialize – masons, carpenters, 
joiners, etc. 

The Pharaohs of Egypt, the master builders of the 
middle-ages, the architects of the renaissance, and even 
constructors today all face a common problem: 
buildings are three dimensional, but documents are not. 
Thus, the use of 2D drawings and instructions in a 3D 
world requires multiple translations – from the initial 
concept in the designer’s head, onto paper, and then into 
reality. As such, numerous efforts have been made to 
improve the quality of design drawings. These efforts 
are motivated by the need to reconcile planned solutions 
with practical implementations, poor communication 
between project parties, and inefficient scheduling of 
construction activities [17]. [18] postulated that the need 
for teamwork, flexibility, coordination, and 
communication in construction gave the industry a great 
potential to integrate Information Technology (IT). 
Froese has divided the innovations in IT into three eras 
[19][20]. The first era is comprised of “stand-alone tools 
that improve specific work tasks – Computer Aided 

Design (CAD), Structural Analysis, Estimating, 
Scheduling – which are all individual programs that 
each works on a single facet of the construction 
process”. During the early 1980s, CAD became 
commonplace in architectural work and soon supplanted 
the drafting board as the most common method of 
producing drawings. This is because CAD allows for 
quick replication with a high degree of accuracy. 
Eventually CAD also supported 3D design, making it a 
more attractive and efficient option than hand-drafting 
[21][22]. The second era includes computer-supported 
communications (i.e. email, web-based messaging), and 
document management systems. The third era is where 
construction currently sits – “reconciling the first two 
eras into a unified platform wherein project teams can 
collaborate to produce a virtual model of all aspects of 
the construction project”. A major problem faced during 
the early iterations of CAD was the lack of 
understanding of relationships between the spatial 
geometric objects and how these relationships 
functioned. For example, while drawings communicated 
that a beam is connected to a column, the number, size 
and placement of the bolts to connect it would not be 
communicated [23]. This problem was addressed in 
more modern iterations of CAD, and the inclusion of 
this process is commonly known as Building 
Information Modeling (BIM).  

2.2 The Evolution of BIM 
The concept of BIM can be traced back to 1962 

when Engelbart presented a hypothetical description of 
computer-based augmentation system [24]. Later, [25] 
recognized the shortcomings of 2D drawings and 
developed a computer-based Building Description 
System (BDS) that arranges and connects the geometric, 
spatial, and property description of the various elements 
of a building into an actual 3D building. This system 
serves as a database that provides a single description of 
each building element and of its relation to other 
components in the building and can be used during 
design, construction, and operation. In addition, if 
change is needed, designers need to make the change to 
the element once and the drawings will be automatically 
updated. This system designed by [25] paved the way 
for the concept of Building Information Models, a term 
that was first introduced by [26]. 

BIM has transformed the traditional paradigm of 
construction industry from 2D-based drawing 
information systems to 3D-object based information 
systems [27][28]. For more than a decade, BIM has 
been one of the most important innovation means to 
approach building design holistically, enhance 
communication and collaboration among key 
stakeholders, increase productivity, improve the overall 
quality of the final product, reduce the fragmentation of 
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the construction industry, and improve its efficiency 
[29][30]. One of the greatest benefits of BIM is its 
ability to represent in an accessible way the information 
needed throughout a project lifecycle, rather than being 
fragmented [31]. Being a shared knowledge resources 
through the project lifecycle, BIM centralizes 
information on a facility and acts as a “reliable basis for 
decisions” during the facilities’ lifecycle [32]. [33] 
defined BIM as “a technology that describes an 
engineering project consisting of intelligent facilities 
with their own data properties and parameter rules, in 
which each object’s appearance and its internal 
components and features can be displayed in the form of 
three-dimensional figures”.  

BIM has been widely hailed as a successful 
innovation in the construction industry [34], with 
numerous competing products available on the market 
today: AutoCAD MEP, Revit® (Autodesk®), BIM 
360™ Glue®, Navisworks® (Autodesk®), Sketchup 
(Trimble®), Synchro Bentley Systems, Graphisoft, and 
Nemeschek [23][35]. 

BIM has also evolved from the 3D modelling (object 
model) to further dimensions such as 4D (time), 5D 
(cost), and 6D (as-built operations) [36]. This evolution 
represents added information that is placed in the model 
and attached to intelligent objects [37]. 

3 Methodology and Research Questions 
To provide an update on the perception of the AEC 

industry on the use of BIM, a survey was developed and 
distributed to the industry. Five stakeholders were 
targeted: Owner, Owner’s Representative (OR), 
Architect/Engineer (A/E), General 
Contractor/Construction Management (GC/CM), and 
specialty contractors (Mechanical Contractor, Electrical 
Contractor, Plumbing Contractor, i.e., MEP Trades). As 
a result, 128 responses were captured from all five 
stakeholders. Descriptive and statistical analyses were 
then employed to describe, summarize, and analyse the 
collected data to answer the following research 
questions: 
1. Why are companies not using/requiring BIM?  
2. Why are the companies using/requiring BIM?  
3. What are the most common BIM practices and 

how do they vary between company types? 
4. What is the usage of BIM for different 

construction stakeholders and how is this usage 
perceived by different company types? 

5. Where is BIM used across the project lifecycle and 
how does this usage vary between company types? 

4 Analysis 
A total of 128 responses were collected from 83 
different companies in the AEC industry.  

4.1 Data Characteristics 
4.1.1 Geographic Distribution 

The bulk of the respondents (around 96%) were 
located in the United States of America (USA). Other 
respondents were located in Canada, United Kingdom, 
and Netherlands. Within the USA, most responses were 
collected from Wisconsin, California, Illinois, and 
Minnesota. Given that the bulk of the data was from 
USA, the remaining sections of the paper will 
encompass the analysis of the 125 USA data points. 

4.1.2 Types of Companies 

Respondents were asked to identify the type of their 
company among the following options: Owner, OR, 
A/E, GC/CM, and MEP Trades. The data was 
recategorized into the five types as shown in Figure 1. 

 
Figure 1. Breakdown of respondents by company 
type 

4.1.3 Respondent Occupation 

Respondents were asked to provide their job titles. 
Their responses were then categorized into one of the 
following occupations: Technologist, Field, and Top 
Management. Figure 2 shows the distribution of the 
respondents based on their occupation.   

 
Figure 2. Breakdown of respondents by 
occupation  
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4.2 BIM Usage 
4.2.1 Companies Distribution 

The 125 responses were collected from the 
employees of 80 companies: 59 companies represent 
A/E, GC/CM, MEP Trades, or OR (Group 1), and 21 
companies represent owners (Group 2). Out of the 
companies that belong to Group 1, 79% use BIM and 
the rest (21%) do not use BIM. Among the companies 
that belong to Group 2, 43% indicated that they require 
the use of BIM and 57% indicated that they do not. 
These numbers show that the dominant majority of 
companies use BIM despite it being only required by a 
slight majority of Owners. 

4.2.2 Respondents Distribution 

Out of the 104 respondents who work for companies 
in Group 1, 87% indicated that their company uses BIM 
and 13% reported that their company does not. Among 
the 21 respondents who belong to companies of Group 2, 
43% indicated that their organization requires the use of 
BIM and 57% indicated that they do not. 

4.2.3 Reasons for Not Using and Requiring BIM 

Respondents were provided with 6 frequently 
reported reasons for not using BIM, as shown in Figure 
3. Out of the 14 respondents of Group 1 who reported 
that their companies do not use BIM, 64% reported that 
the high cost of implementation and the fact that BIM is 
not requested/required by owners are the main reasons 
for not using BIM. Only 7% of the respondents 
indicated that social and habitual resistance to changes 
is a driver for not using BIM. Respondents also had the 
option to provide other reasons for not using BIM. One 
respondent indicated that they still use CAD and another 
reported that their company manages designers who use 
BIM. 

 
Figure 3. Reasons for not using BIM 

Similar to the companies that do not use BIM, 
owners were given 5 reasons for not using BIM and 
were asked to select those they relate to them, as shown 
in Figure 4. Out of the 12 owners who reported that 
their company does not require the use of BIM, 33% 
reported that high cost of implementation is the main 
reason for not requiring BIM.  

 

 
Figure 4. Reasons for not requiring/requesting 
BIM 

Overall, it shows from Figures 3 and 4 that “High 
Cost of Implementation” is the biggest barrier for the 
implementation of BIM. 

4.2.4 Initial/Ongoing Reasons for Using and 
Requiring BIM 

Respondents who indicated that their companies use 
BIM were asked to the select the factors that impacted 
their initial decision to use BIM and the factors that 
impacted their company’s ongoing use of BIM (shown 
in Figure 5).  

 
Figure 5. Reasons impacting company’s initial 
and continuous decision to use BIM 

Similarly, respondents who work for Owners were 
asked to identify the factors that impacted their initial 
and ongoing decision to require the use of BIM on their 
projects (shown in Figure 6).  

 
Figure 6. Reasons impacting company’s initial 
and continuous decision to require/request the 
use of BIM 

It can be noticed from Figure 5 and Figure 6 that 
most respondents, whether their company uses or 
requires BIM, indicated that BIM is vital for improving 
the project performance. 
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4.2.5 BIM Practices: Overall Industry Usage 

Thirteen BIM practices (shown in Figure 7) were 
identified, and respondents were asked to identify their 
company’s level of use of each practice. As seen in 
Figure 7, between 20% and 55% of respondents 
indicated that these practices are not used within their 
organization, while the rest reported their organization 
uses these practices. Notably, Clash Detection was 
reported to be the most used BIM practice with 80% of 
respondent using it. It was followed by Visualization 
(79% use it and 21% do not), design collaboration (77% 
use it and 23% do not) and understanding 
constructability (77% use it and 23% do not). 
Environmental Analysis was the least BIM practice 
used, with only 45% of the respondents using it.  

 
Figure 7. Usage/No Usage distribution of BIM 
Practices 

Respondents who have indicated that their company 
uses a given BIM practice were subsequently asked to 
rate their level of usage on a scale from 1 (very low) to 
5 (very high). The respondents’ overall average level of 
usage of each BIM practice is displayed in Table 1 
indicating that, on average, Clash Detection has the 
highest level of usage in the industry (4.20) and Safety 
Simulation has the lowest (2.09). The cluster analysis 
performed on the 13 BIM practices, showed that Clash 
Detection, Design Collaboration, Visualization, and 
Understanding Constructability have, on average, the 
highest level of usage in the AEC industry. 

Table 1 Clustered table of the ranked BIM practices 
based on their average level of usage  

BIM Practices Overall 
Average Clusters 

Clash Detection 4.20 Cluster 1 Design Collaboration 4.09 

Visualization 3.78 
Understanding 
Constructability 3.70 

Space Validation 3.42 

Cluster 2 

Virtual Mock-ups 3.20 
Digital 
Fabrication/Prefabrication 3.06 

Site Logistics 2.87 
Estimating/Quantity Take-
off 2.84 

4D Scheduling 2.41 

Cluster 3 
Facility Management, 
Operation & Maintenance 2.26 

Environmental Analysis 2.17 
Safety Simulations 2.09 

4.2.6 BIM Practices: Usage Per Company Type 

The average level of usage of the BIM practice was 
then broken down by company type and shown as a 
heatmap in Figure 8. The darker the color the higher the 
average level of usage of BIM. 

 

 
Figure 8. Heatmap of the average level of usage of BIM 
practices by company type 
 

The analysis showed that the average level of usage 
of the different construction companies is similar for the 
following BIM practices: Design Collaboration, 
Visualization, Understanding Constructability, Space 
Validation, Virtual Mock-ups, Digital 
Fabrication/Prefabrication, Estimating/Quantity Take-
off, Facility Management, O&M, Environmental 
Analysis, and Safety Simulations. 

While for the three remaining BIM Practices, it was 
shown using the Kruskal-Wallis test and its post-hoc 
Conover-Iman non-parametric test that for: 
• Clash Detection: GC/CM have a significantly 

higher average level of usage than MEP Trades. 
• Site Logistics: GC/CM have a significantly higher 

average level of usage than OR and Owners, and 
MEP Trades have a significantly higher average 
level of usage than OR. 

• 4D Scheduling: GC/CM have a significantly higher 
average level of usage than MEP Trades. 

BIM Practice A/E GC/CM MEP Trades OR Owner
Clash Detection 3.64 4.56 4.38 3.14 3.33
Design Collaboration 4.55 4.09 4.13 3.33 3.88
Visualization 4.18 4.05 3.41 3.83 3.33
Understanding Constructability 3.90 3.74 3.77 3.57 3.11
Space Validation 3.78 3.13 3.68 3.67 3.38
Virtual Mock-ups 3.90 3.31 2.70 3.43 3.25
Digital Fabrication/Prefabrication 2.50 3.00 3.45 2.50 2.25
Site Logistics 2.50 3.58 2.04 2.14 2.71
Estimating/Quantity Take-off 2.70 3.18 2.54 2.33 2.57
4D Scheduling 2.25 2.92 1.84 1.50 1.50
Facility Management, O&M 1.80 2.36 2.15 2.17 3.00
Environmental Analysis 2.56 2.03 2.50 2.25 1.67
Safety Simulations 2.33 2.14 2.33 1.80 1.20

Average Level of Usage
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4.2.7 BIM Stakeholders: Overall Industry 
Perceived Usage  

The use of BIM by 10 stakeholders (listed in Table 2) 
was investigated. More than 50% of respondents 
reported that, in their opinions, inspectors do not use 
BIM and 63% indicated that workers also do not use 
BIM. Conversely, the usage of BIM is reported to be 
mostly uniform between 70-78% for other stakeholders 
with project managers reported to be most users of BIM.  

Respondents who have indicated that a particular 
stakeholder uses BIM were asked to rate this 
stakeholder’s perceived level of usage of BIM on a 
scale from 1 (very low) to 5 (very high). The 
respondents’ overall perceived average level of usage of 
BIM of each stakeholder is illustrated in Table 2 
indicating that, on average, “Architects/Engineers” have 
the highest perceived level of usage (3.91), followed by 
“Project Managers” (3.51). “Project Executives” (2.08) 
and “Inspectors” (1.90) have the lowest perceived level. 

Table 2 Clustered table of the ranked stakeholders based 
on their average perceived level of usage of BIM 

Stakeholders Overall 
Average Clusters 

Architects/Engineers 3.91 Cluster 1 Project Engineers 3.51 
Project Managers 3.00 

Cluster 2 Superintendents 2.75 
Foremen 2.71 
Owners/Owner's 
Representatives 2.42 

Cluster 3 Workers 2.35 
Facility Managers 2.24 
Project Executives 2.08 
Inspectors 1.90 

 

4.2.8 BIM Stakeholders: Perceived Usage Per 
Company Type 

Each stakeholder’s level of usage was then broken 
down by company type and is illustrated as a heatmap in 
Figure 9. The darker the color the higher the average 
level of usage of BIM. 

 

 
Figure 9. Heatmap of stakeholders’ reported 
level of use of BIM by company type 

The analysis of this heatmap using the Kruskal-
Wallis non-parametric test showed that respondents 
working for different types of companies have, on 
average, similar perception of the level of usage of BIM 
of stakeholders except for the following: 
• Architects/Engineers: GC/CM reported a higher 

level of usage of BIM by Architects/Engineers that 
what was reported by MEP Trades. 

• Superintendents: GC/CM and MEP Trades reported 
a higher level of usage of BIM by Superintends 
than what A/E reported. 

• Foremen: MEP Trades reported a higher level of 
usage of BIM by Foremen that what was reported 
by GC/CM. 

4.2.9 BIM Phases: Overall Industry Perceived 
Usage  

The use of BIM was investigated throughout the 
seven construction project lifecycle phases: Planning, 
Design, Pre-Construction Planning, Construction, 
Commissioning, Operation and Maintenance, and 
Decommissioning. The perceived usage of BIM 
throughout these phases varied among respondents. 
Between 20% and 48% indicated that BIM is not used 
in a particular phase, while the rest reported the use of 
BIM in a certain phase. Notably, 80% of the 
respondents believe that BIM is used in the design 
phase and 48% of the respondents reported that BIM in 
not used in the Decommissioning.  

Respondents who have indicated that BIM is used in 
a phase were asked to rate the perceived level of usage 
of BIM on a scale from 1 (very low) to 5 (very high). 
On average, respondents reported that BIM has a high 
level of usage in the Design, Pre-Construction Planning, 
Construction, and Planning phases and a low level of 
usage in Commissioning, Operation and Maintenance 
and Decommissioning (Table 3). 

Table 3 Clustered table of the ranked project phases 
based on the average perceived level of usage of BIM in 

each phase 

Phases Overall 
Average Clusters 

Design 3.97 

Cluster 1 
Pre-Construction 
Planning 3.83 

Construction 3.77 
Planning 3.36 
Commissioning 2.29 

Cluster 2 Operation and 
Maintenance 2.04 

Decommissioning 1.78 

BIM Users Average A/E GC/CM MEP Trades OR Owner
Architects/Engineers 3.91 4.36 4.17 3.52 3.71 3.63
Project Engineers 3.51 3.73 3.57 3.26 3.43 3.88
Project Managers 3.00 2.73 2.98 2.94 3.29 3.50
Superintendents 2.75 1.67 2.76 3.10 2.29 3.00
Foremen 2.71 2.17 2.49 3.19 1.80 3.00
Owners/Owner's representatives 2.42 2.11 2.41 2.17 3.00 3.29
Workers 2.35 2.33 2.13 2.81 1.50 2.40
Facility Managers 2.24 1.89 2.21 2.07 2.43 3.29
Project Executives 2.08 1.89 1.92 2.10 2.60 2.71
Inspectors 1.90 1.75 1.89 1.69 2.20 2.40

Average Perceived Level of Usage
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4.2.10 BIM Phases: Average Perceived Usage per 
Company Type  

The perceived level of usage of BIM throughout the 
lifecycle of a construction project was then broken 
down by company type as shown in Figure 10. The 
analysis of this heatmap using Kruskal-Wallis showed 
that all company types have a similar perception of the 
level of usage of BIM in each of the seven phases of the 
lifecycle of a construction project. 
 

 
Figure 10. Heatmap of the average level of usage 
of BIM throughout the lifecycle of a construction 
project by company type 

5 Conclusions and Future Works 
The results of the questionnaire showed that while 72% 
of A/E, GC/CM, MEP Trades, and OR use BIM, only 
43% of Owners require the use of BIM on their project. 
Respondents whose companies don’t use or require 
BIM reported that high cost of implementation is the 
biggest barrier for implementing BIM. On the other 
hand, respondents whose companies use or require the 
use of BIM indicated that BIM is vital for improving 
project performance. Out of 13 identified BIM practices, 
Clash Detection, Design Collaboration, Visualization, 
and Understanding Constructability were reported to 
have, on average, the highest level of usage. 
Architects/Engineers and Project Managers were 
reported to be the stakeholders with the highest level of 
usage of BIM and Owners/Owner’s Representatives, 
Workers, Facility Managers, Project Engineers, and 
Inspectors to be the stakeholders with the lowest level 
of usage of BIM, on average. In addition, it was shown 
that BIM has, on average, a high level of usage in each 
of the Design, Pre-Construction Planning, Construction, 
and Planning phases and a lower level of usage in 
Commissioning, Operation and Maintenance, and 
Decommissioning phases. 
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Abstract -
One of the primary drivers of inefficiencies plaguing con-

struction projects world over is the lack of efficient process 
control in the construction process. This paper explores the 
idea of construction process control through BIM based qual-
ity control. It discusses the challenges of practically imple-
menting BIM based quality control on a construction site and 
the opportunities for innovation in this space using state-of-
the-art Machine Learning methods.
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BIM; 3D Machine Learning; Laser Scanning; 

Process Control

1 Introduction
Construction, one of the worlds largest industries is also 

one of its most wasteful and inefficient [1, 2]. One of the 
major reasons the industry is unable to curb its waste and 
inefficiencies is  because th ere is  no  qu ick and ea sy way 
to compare what is being built (reality) to what was de-
signed (BIM). In industrial manufacturing settings this 
method of comparison is termed Manufacturing Process 
Control [3] whereas in construction settings it is called 
Project Control [4]. This inability to do process control in 
construction, limits the ability to reduce waste and ineffi-
ciency. This article proposes a paradigm for construction 
process control (project control) which compares the BIM 
to the onsite construction process using reality capture 
and machine learning (ML). In the rest of the paper, the 
general problem of process control, the challenges associ-
ated with the data inputs in construction, and the potential 
opportunities to deploy ML based solutions are addressed.

2 Process control in construction
The process of building construction is a specialized 

form of onsite manufacturing where a 3D model is 
recreated in physical space using machines, material and 
labour. Though construction bears many similarities to 
other onsite manufacturing processes like automotive, 
electronics, etc.; there exist stark differences between 
these processes and construction that affect the practical 
implementation of efficient process control.

Figure 1: BIM based construction process control

List of Constraints

• Extremely non linear state evolution of the building
under manufacture due to lack of correlation between
states in the state vector. For example, the state (stage
of construction) on floor A seldom informs the state
on a different floor B within the same building.

• The lack of correlation results in different parts
of the building having different rates of evolution,
making the process model extremely complex.

• As the building is also the warehouse, it becomes
an open system for process control, that is plagued
with clutter and other detractors. This results in the
building state being only partially observable.

These issues make the problem of implementing process
control in construction challenging. Section 2.1 will dis-
cuss how one can implement process control in construc-
tion by measuring variables that can capture the complex
latent state space of the construction process that involves
material, machines, labour and schedule, without directly
measuring them.

2.1 Construction process control via proxies

Since the actual state of the construction process is not
directly measurable, one can use the constructed onsite
geometry of the building as a proxy for the construction
process. It is reasonable to assume that if the physical
geometry of the constructed structure is incorrect (not in
accordance with the BIM), the underlying process has not
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Figure 2: From left to right figure shows the idealized BIM model, the reality captured on the construction site using
laser scanning and the point wise divergence between BIM and reality. The laser scans from the construction site are
susceptible to both low and high frequency noise.

evolved accurately. Leveraging the BIM, one has access to
a 4D signal (3D building geometry evolving over time) of
how the ideal construction process should evolve. This can
be used as a reference signal for the construction process
control problem. For the actual signal of the construction
process, one can measure the onsite constructed geometry
using laser scanners or similar devices. This process is
illustrated in Fig 1.
With this raw information, the physical 3D geometry

of the built structure can be reconstructed using structure
from motion techniques [5] like SLAM [6]. This 3D
geometry once transformed into the reference coordinate
space of the BIM, provides a canonical form for comparing
the BIM to reality. The divergence between the BIM and
reality can be used as the feedback error signal to perform
process control on the construction site. This error signal
contains both the error in the constructed geometry and
the location of this error within the built structure (state
space of construction). This error is illustrated in Fig 2.

3 Challenges with the quality of data
This section highlights how input data quality can be a

detriment for implementing process control. Both the ref-
erence signal (BIM) and the onsite process signal (reality
capture) are generally corrupted and noisy.

3.1 Divergence between BIM and reality

Though the difference between the BIM and reality can
be used as a representation of divergence in the construc-
tion process, this is seldom the case in the realworld. BIMs
are generally not good reference signals as in practice they
are seldom an exact representation of the intended on site
geometry [7, 8]. Most practical implementations utilize a
LOD 200 or 300 (level of detail) which is often a best case
approximation of the constructed geometry. This results
in situations where differences between the BIM and real-
ity are not always errors in construction. Some reasons of
divergence are:

• Prefabricated elements have a different level ofmanu-
facturing detail than their CADmodeled counterpart.
This is highlighted via an architectural section draw-
ing in left most figure in Fig: 3, where the constructed
element is circular (represented by red lines) but BIM
element is a low polygon CAD element.

• Elements during installation may differ entirely from
the BIM, or not be represented at all in the model
geometry. For example, in the center Fig: 3, a generic
sewer placeholder prism is modeled in the BIM that
does not match its location in reality.

• Construction elements often suffer organic forces and
changes, which result in plastic deformations that are
not represented in the CAD model. For example in
the rightmost figure Fig: 3, non rigid deformations are
encountered in concrete slabs due to flexion forces.

Figure 3: The figures above portray common divergences
between the BIM and reality. From left to right the fig-
ures show the divergence between BIM and prefabricated
elements, the installation differences between BIM and re-
ality, and the divergence due to plastic deformations

3.2 Domain specific low frequency noise

Unlike an industrial manufacturing site, a construction
site is also its warehouse. Construction sites, by nature are
scenes with a significant amount of clutter, tools, auxiliary
props, etc. These onsite artefacts naturally translate to
occlusions and spurious measurements in the pointclouds
captured by reality captured devices as shown in Fig: 4.
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Figure 4: Original pointcloud and the segmented low fre-
quency noise: segmented clutter, props, tools, etc

This unmodeled low frequency noise can easily lower the
quality of data. The final sparse signal (pointcloud) after
filtering low and high frequency noise is shown in Fig: 5.

Figure 5: Original pointcloud and the filtered signal cloud
that can be used to compare to BIM after segmentation

3.3 Into-the-wild sensor acquisition

Another stark contrast between industrial manufactur-
ing settings and a construction site is that, given the open
nature of the environment, a construction site is suscep-
tible to uncontrolled events such as bad weather (rain,
snow, etc.); bad illumination conditions (Fig: 6) and expo-
sure to materials (glass and reflective surfaces) that cannot
be measured with current depth sensors. This degrades
the onsite data captured for comparison to the BIM. An
example of snow affecting data capture is show in Fig: 7

Figure 6: Examples of construction sites with bad illumi-
nation conditions due to the nature of the environment

4 Challenges with the quality of labels

This section will highlight the issues related to label
quality in the input data.

4.1 Lack of reliable ground truth

Building reliable ML models requires access to accu-
rate ground truth (BIM vs Reality). A practical problem
that plagues the acquisition of accurate ground truth labels
on construction sites is the hierarchical risk management
profile within the industry. Asset owners hire general con-
tractors who hire subcontractors to execute on-site work.
This incentivizes risk being pushed down the value chain
which results in a feedback mechanism where no single
entity on a construction site can provide accurate informa-
tion (ground truth) regarding the state of the construction
project. Resulting in very inaccurate mappings between
the BIM and reality.

4.2 Lack of consistent semantics

Another source of poor label quality is the lack of re-
liable and consistent semantics between the BIM and on-
site processes. For example, a semantic label such as
"wall under construction", can have multiple different ge-
ometrical interpretations depending on the type of wall.
These poorly defined semantics have distinctly different
outcomes when measuring the divergence between the
BIM and reality. Moreover domain experts also tend to
commonly disagree on the semantics of these divergences.

5 Opportunities for ML in Construction
Process Control

Despite the challenges discussed in Sec 3, 4, the prob-
lem of process control in construction reveals significant
opportunities to employ ML based techniques by exploit-
ing peculiarities in the input data or the problem structure.

Figure 7: Environmental effects on captured onsite data.
The onsite snow interferes with laser returns
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5.1 Equivariant learning for construction process
control

The lack of consistent semantics discussed in Sec 4.2
are consequences of descriptive characteristics of BIM el-
ements being subject to various transformations such as
shift, rotation, scaling etc. This results in the divergence
(BIM vs reality) being subject to similar transformations.
ML models that are equivariant to group operations can
account for such variations. These models can handle
variation within the mesh representation of a single ele-
ment in a BIM or in the entire building graph structure
represented by the BIM. At Scaled Robotics, we use deep
learningmodels such as PointNet and its extensions [9, 10]
to handle equivariance with respect to the point set. We
also utilize graph neural networks [11] to model equivari-
ance with regards to the building graph structure.

5.2 Localizing insights for efficient process control

Insights regarding the divergence between BIM and re-
ality also need to be geometrically localized to specific
surfaces within BIM elements. As shown in Fig 2, the di-
vergence specific to aBIMelement can have its own unique
semantic meaning. We extend attention models [12] to
work with geometric data to capture these insights.

5.3 Applications for Unsupervised Learning

Construction process data is extremely high dimen-
sional, with non trivial correlations between the inputs.
This makes the data domain ripe for the application of
unsupervised learning [13] and dimensionality reduction
techniques. At Scaled Robotics, we utilize both techniques
to cluster the divergence to extract specific insights to in-
form the process control problem.

6 Conclusion
This article introduces the problem of process control

in construction and a potential solution to the problem in-
volving BIM to reality comparison using reality capture
and machine learning. It also underscores the issues with
data and label quality for implementing ML based solu-
tions for construction process control. Finally the article
highlights opportunities for exploiting particular threads in
ML research that can benefit construction process control.
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Abstract 
The applicability of wireless 5G network to the 

information communication needs of autonomous 
excavations is studied. An autonomous excavator 
developed by the University of Oulu is used for the 
experiments in a 5G test network at the Linnanmaa 
Campus of the University of Oulu. In the experiments, 
remote and autonomous control methods were used 
for test drives, in which the operation working was 
observed and measured.  As a reference system, 4G 
wireless network was used. Remote control worked 
well in 4G and 5G. In 4G, delay of 1,7 s was observed 
from joysticks to camera view, while in 5G, the delay 
was 799 ms. The 5G network delay of 15 ms 
improvement was measured. Camera and image 
processing were still the primary reason for delays, 
approximately about 784 ms. In the 5G test, some 
jerking movements and steering crashes in 
autonomous steering were observed. In current 5G 
networks, uplink speeds are a limiting factor, which 
requires further attention on future 5G networks and 
standardization to be better applicable for industry 
use scenarios.  

Latency of the connectivity is an important 
performance characteristic, even more than 
throughput. 5G can bring some benefits to 
autonomous excavation, especially more capacity for 
real-time information utilization.  

Keywords – Wireless network; 
Autonomous excavator; 5G 

1 Introduction 
1.1 Background 

5G is the 5th generation of wireless mobile networks, a 
significant evolution of today’s 4G LTE networks. 5G 
has been designed to meet the very large growth in data 

and connectivity of today’s modern society, the Internet 
of Things (IoT) with numerous connected devices, and 
tomorrow’s innovations [1].   

On a general level, there are at least three common 
expectations for the use of the 5G network [2]:  
- massive machine to machine communications (i.e.,

IoT connecting billions of devices without human
intervention at a scale not seen before

- ultra-reliable low latency communications
- enhanced mobile broadband (faster data speeds and

greater capacity).
Lukau (2014) pointed out that there are many difficult 
solutions, tasks, challenges, and requirements that need 
to be faced and successfully resolved in order to heft the 
mobile telecommunication technology to the next 5G 
level. [2] 

Excavator is one of the most used earth-moving 
machines with the most hours of use on construction sites. 
Excavators typically have a lot of different booms, tools, 
additional equipment, and other systems included or 
connected to the basic machine frame. The working tasks 
are quite versatile and challenging to be automated. Most 
typical infra construction tasks are earthwork cutting and 
loading. In Finland, based on several interviews with the 
industrial key players, master class human operators are 
rare (about 1/15).  

Vernersson et. al (2013) have evaluated that in road 
construction sites and quarries, there are clear 
improvement potentials with the introduction of wireless 
communication technologies especially for safety 
improvements and productivity optimization. In quarries, 
they suggested that a productivity increase of up to 30% 
can be achieved assuming a reliable wireless connectivity 
to minimize waste in the production. They also saw a 
clear potential in accident avoidance using wireless 
communication-based warning systems. [3] 

Rylander (2021) has studied and experimented 
wireless short-range Communication Performance in a 
Quarry Environment with also a focus on earth moving 
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operations. Rylander [4] points out that there is a clear 
potential in optimizing site throughput by better 
coordinating machine movements. Such an optimization 
requires a site control system with wireless 
communication to control the speed of each machine. 
Machines can travel at a more energy-efficient speed 
with lower fuel consumption instead of moving at 
maximum speed and then waiting at the destination. The 
research included the wireless short-range technologies 
ZigBee, 802.11g, and 802.11p using frequencies of 868 
MHz, 2.4 GHz, and 5.9 GHz. In the study, 802.11p 
reached a range of 1767 meters in Line-of-Sight (LOS) 
conditions. The 802.11g performed well at the quarry top 
but gave a poor result in the quarry pit where it lost the 
most packets out of all standards. The 802.11g delivered 
an unstable communication in the pit and was sensitive 
to Non-Line-of-Sight (NLOS) areas and obstacles, and 
was unable to benefit from reflecting surfaces. The 
ZigBee RF provided the best results (only two data 
packet losses were observed, the maximum range of 
operation was 1753 m) and seemed to be unaffected by 
NLOS.  In his study, Rylander [4] also evaluated the 
potentiality of fully automated machines and machine 
fleets and concluded that continuous activity 
measurements and feedback loops are required in the 
control process.   

In Finland, infra construction machines with 
automatic machine control systems have been tested and 
used using commercial operator networks, 3G and 4G 
wireless networks, and/or using different Wifi network 
solutions. So far, we have not yet found any experiments 
with autonomous work machinery in 5G network. It is 
clear that the higher the level of automation the control 
of mobile machines are developed, the more speed, 
capacity, and reliability are required for the wireless data 
transmission required by the control. [6][7] 
 
 
1.2 Aim 
 
The aim of the research was to study and experiment the 
applicability of the wireless 5G test network to the 
information transfer demands of autonomous excavation 
work process.  

2 Materials and Methods 

2.1 Autonomous Excavator 
In the study, we used the autonomous excavator 
developed by the University of Oulu (Smart Excavator, 
Bobcat E85) [5], which is presented in Figure 1 as well 
as Figure 2 with omni antennas on the roof of the 
excavator. In Figure 3 is showed how VR glasses can be 
utilized to the remote control of the excavator. The 

control of the Smart Excavator is based on Open Infra 
Building Information Models (Open Infra BIM) that 
provide the needed information for machine control 
systems. Current types of automatic 3D machine control 
systems are presented in Table 1: (1) remote (human 
operates machine remotely), (2) guidance (human 
operates manually machine using computer user-
interface to BIM model); (3) coordinated (human 
operates the machine and manages the tool blade 
manually with the help of inverse kinematics), (4) partial 
automation (human moves the machine and controls 
some of the blade movements while the system drives 
automatically the other movements), (4) teach-in (human 
operator drives a series of movements, which are 
recorded and can later be automatically repeated), and (5) 
autonomous (machine can operate without human 
operator). 
 
Table 1. Levels of Automation for Infra Construction 
Machinery (University of Oulu). 
 

 
 

 
Figure 1. Smart Excavator of the University of Oulu – 
hardware, sensing, and control systems. [5] 
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Figure 2. Smart Excavator of the University of Oulu (top), 
Omni directional antenna on the top of the machine 
(below). 
 

 
 
Figure 3. Remote control with VR glasses from the 
University of Oulu campus to the test site. 

2.2 5G Test Network (5GTN) and equipment 
 
5GTN is an R&D project with several partners in Finland 
[1]. The aim of 5GTN has been to provide access to the 
test network and related expertise to interested third 
parties. In the experiment, the used band was n78 (3500 
MHz) with non-standalone (NSA) architecture for 
connecting excavator to the network. Modem integration 
to the Smart Excavator for 5GTN connection was 
developed as bachelor’s thesis (Joona 2021). In the 
experiments, the 5G link was for connecting Smart 

Excavator, which was controlled from control cabin by 
wired (Figure 5). 

The UE (User Equipment) used in the 
experiments was Vehicle Connectivity Unit (VCU) 
provided by Satel Oy. The UE is a robust machine 
connectivity unit designed to be used in heavy machinery. 
The modem supports theoretically DL 2.5 Gbps; UL 600 
Mbps and LTE DL Cat 16/ UL Cat 18 speeds. 

The test setup required the connectivity between 
the control PC and Lidar and Camera receivers in the 
cabin to be connected to the excavator internal network 
using L2 Ethernet. The solution to connect from the 
remote to the excavator over Ethernet was to establish an 
OpenVPN connection from the control cabin to Satel's 
VCU.  The algorithms used were SHA256 for 
authentication and AES128-CBC for encryption. The 
OpenVPN connection was also established without 
encryption or authentication for performance comparison 
between non-encrypted, non-authenticated, and fully 
secured connectivity. 

 

 
 
Figure 4. Network Schematics used in the 5G experiment 
(Satel Oy). 

 
The quality of the application traffic from video streams, 
LiDARS, and CAN bus over the network connection was 
measured by Kaitotek’s Qosium solution. Qosium is a 
passive and real-time network Quality of Service (QoS) 
measurement software. It measures QoS for the real 
ongoing application traffic over the network path of 
interest without creating any artificial test traffic to the 
network.  

The measurement setup was a two-point 
measurement necessary for measuring QoS. We 
deployed a Qosium measurement agent on the remote 
controlling side in the end device. In the excavator, the 
measurement agent was running in an Ethernet bridge 
device through which all application traffic flows, being 
deployed right beyond the 5G router device. 
 

CAMERAS

LIDARS

LIDARS

Fixed network

Remote operations 
& Centralized computing
Cabin 

5G
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2.3 Experiments 
Real excavation work was not allowed at all in the 
Linnanmaa campus area. The excavator and the control 
booth were transported by truck to the campus. The 
excavator was operated on the 5G network (Fig 5) using 
two different automation methods, i.e., 1) remote control 
and 2) model-based autonomous control. Both 
automation methods were carried out from the nearby 
control booth. Plane excavating above the asphalt was 
selected for the model-based autonomous control. (Fig 6) 

 
 
Figure 5. 5G Test Network at Linnanmaa Campus of 
University of Oulu. 

During both control methods, lidar data and 
camera stream were transferred with the excavator 
control signals. Lidar data was sent by burst, and the 
camera stream was continuous. Data transfer rates and 
delays were measured with Kaitotek’s Qosium and 
Wireshark software, and the results obtained from 4G 
(reference) and 5G networks were compared. Both 
control methods were also driven with and without 
encryption. The functionality of the automatic control 
was observed during the experiments. 

 

 
 
Figure 6. Remote and Autonomous Control Operation. 

 
The measurement solution used enabled us to see the 

performance of the 5G connection directly to the 
applications relevant to the remote control. The 
measurement solution only factors in the connectivity 
effect for the end-user experience. Thus, for example, 
video encoding and decoding latencies are not considered 
in the measurement results. 

The statistics collected comprised QoS statistics, 
including delay, jitter, packet loss, and connection break. 
In addition, traffic and flow statistics showing, for 
example, bitrates, packet sizes, and packets per second 
were also measured. All statistics are one-way, meaning 
that the results are provided for the traffic originating 
from the control desk to the excavator and vice versa 
separately. 

 
 

3 Results 
 
Remote control worked well for both 4G and 5G 
connections. We measured, on average, 12 ms 
connection delays for the control signal traffic, with no 
significant difference between the access technologies. 
However, we observed a 1.7 s latency from joystick input 
to be shown on the camera view in 4G. In 5G, the latency 
was, on average, 799 ms. Thus, 5G performed much 
better in delays when there was more traffic over the 
network. The 5G network delay improvement of 15 ms 
was measured.  Camera and image processing were still 
the primary reasons for latencies, approximately 799 ms 
– 15 ms = 784 ms. 

The moving excavator cabin caused the 5G user plane 
of the employed Non-Standalone (NSA) 5G connection 
periodically to switch to a 4G network, as visible in 
Figure 7 (e.g., 5G RSRP values going to zero). Handover 
to 4G produced increased delays to the excavator control 
signals. This behavior was most likely due to the azimuth 
pattern of the used antenna. Using two or more antennas 
at different orientations could have prevented the 
observed effect. 

In these experiment conditions, 5G throughput 
capacity measurements with the Iperf traffic generator 
resulted in only 24 Mbps and 75 Mbps for uplink and 
downlink, respectively, when no data encryption was 
used. With encryption, 17 Mbit/s (uplink) and 27 Mbit/s 
(downlink) were measured. The actual control signal + 
camera throughput averaged 3Mbit/s and with lidar data 
peeked to a maximum of 9 Mbit/s. Control signals delays 
median with and without encryption was about the same 
(30 ms with encryption and 28ms without). However, 
there was observed a significant difference with the 
automation method when using encryption with the 
loaded lidar data bursts. We observed some jerking 
movements and a steering crash in automatic steering, 
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which ended up the safety person pressing an emergency 
stop. Available bandwidth for 4G anchor frequency was 
10 MHz (on B7) and equivalent 5G allocation was 60 
MHz. 

 

 
Figure 7. 5G Connectivity Stability (on a vertical scale 
signal strength, horizontal scale time). 
 

4 Conclusion 
Infrastructure construction is typically done on large-
scale construction sites, with lengths ranging from 
kilometers to over 100 km. In addition to work machines, 
various vehicles, people and unexpected moving objects 
such as wild animals move on the construction sites. 
Unexpected work can also happen during the excavation 
work itself, the truck may drop more material than 
expected, or the cut ramp may collapse on the excavated 
cutting floor. As the control of work machines moves to 
an ever higher level of automation, the requirements of 
real-time are emphasized for reasons of efficiency and 
safety. An autonomous, unmanned excavator can 
basically work with its own sensors and control logic. 
However, in BIM based control, it must be possible to 
update the machine control model at any time using the 
real-time cloud service. To ensure work safety, the work 
machine is likely to have a continuous real-time wireless 
connection to the construction site safety system and 
associated sensors. Job control requires a real-time 
location of the implement and an accurate snapshot of the 
work done. Effective cooperation between automatic 
machines requires a continuous real-time exchange of 
information between the machines. This enables efficient 
and secure synchronization of work fleet work processes. 

For remote control and automated movement 
detection, camera sensor and processing delays are 

significant in relation to network delays. Encryption 
processing performance is an important factor, too, 
especially on higher traffic loads. Encryption and 
decryption processing delays directly impact the end-user 
experienced latencies of applications. In current 5G 
networks, the uplink performance is the limiting factor 
that affects industrial usage. Most traffic is typically sent 
to the uplink direction in industrial use scenarios, 
including, e.g., camera streams. Available bandwidth for 
experimentation system is also limited compared to 
commercial networks. 

For a remote controlling use scenario with real-time 
applications, network delays are more relevant to 
assessing the performance and quality of the network 
than maximum throughput capacity measurements. 5G 
can bring some benefits to autonomous excavation, 
especially more capacity to real-time information 
utilization. At the moment, 5G, however, needs careful 
planning and practical testing before moving to operative 
usage. The best scenario in operative usage is continuous 
monitoring of connection quality for the mission-critical 
real-time applications to detect connectivity disruptions 
before impacting efficiency and safety. 

On remote infra construction sites, 5G can still meet 
challenges for sufficient coverage and especially uplink 
quality. On some large sites, it is likely that some 
supporting and backup networks are needed, e.g., WiFi 
or 4G LTE. In highly automated excavation, it will be 
essential to consider work management and division 
between central and edge.  
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Abstract –  

In a volatile, uncertain, complex, and ambiguous 
world, Industry 4.0 can be the silver lining of the 
construction industry which has been facing 
daunting chronic problems for decades. The 
transformative impact of Industry 4.0 which has 
been well documented in the industrial sector has 
spurred interested among construction researcher to 
explore the opportunities Industry 4.0 can have on 
our industry. Among the various Industry 4.0 
technologies, drones have found their way into the 
construction industry and their use has been on the 
rise.  Building on the existing body of knowledge, 
this paper summarizes the current state of adoption 
of drones in the construction industry. To achieve 
the research objective, the various applications of 
drones throughout the construction project lifecycle 
are explored, associated benefits, challenges, and 
costs are identified, and considerations to be 
accounted for are discussed. The findings summarize 
the “5W2H” – or the What, When, Where, Why, 
Who, how, and How Much – of the use of drones in 
the construction industry.  

 
Keywords – 

Construction 4.0; Technology; Drones; 
Unmanned Aerial Vehicles; UAV; Unmanned Aerial 
System; UAS; Remotely Piloted Vehicles; RPV; 
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1 Introduction and Background 
The fourth industrial revolution, known as Industry 

4.0, has been steadily reshaping industries around the 
world. With the fast advancement in technological 
capabilities, industries are continuously adopting 
technologies into their workplaces. The construction 
industry is no exception. Despite being a late comer, 
construction is gradually utilizing the different 
technologies that Industry 4.0 offers, including 
augmented and virtual reality, robotics, big data, sensors, 
and 3D printing [1–4]. Another technology gaining 
momentum is drones – otherwise known as unmanned 

aerial vehicles (UAVs), unmanned aerial system (UAS), 
and remotely piloted vehicles (RPVs).  

For the past few years, the use of drones in the 
construction industry has been on the rise, and the 
global construction drone market size was valued at 
$4.8 billion in 2019 [5]. In the United States of America 
(USA), the use of drones in the construction industry is 
controlled by the Federal Aviation Administration (FAA) 
regulations for the commercial use of UAS published in 
2016 [6]. The regulations boosted the use of drones in 
both vertical and horizontal construction projects for 
both public and private construction sectors, eventually 
making drones one of the major innovations in the 
Every Day Counts program conducted by the Federal 
Highway Administration [7]. 

Drones were also helpful in the COVID-19 
pandemic. With the move to remote working for project 
stakeholders and safety regulations like social 
distancing and decreased number of labor, drones 
played an important role in providing real-time data and 
allowing work to continue despite restrictions on 
worksites [8]. Drones were also used for crown 
surveillance and enforcing social distancing, 
broadcasting public announcements, spraying 
disinfectants, and delivery for medical supplies and 
essentials [9]. 

2 Objective and Methodology  
Following the rise of drones in the construction 

industry, numerous efforts have been undertaken to 
investigate the use of this technology and its impact on 
construction. Using the “5W2H” method, a technique 
employed to analyze and characterize in a concise and 
reliable way the most important information about a 
matter, this paper builds on the existing body of 
knowledge where academicians and practitioners 
publications on drones (what) were reviewed to (1) 
explore the applications of drones through the different 
phases of the lifecycle of the construction project (when, 
who, and where), (2) identify the benefits and 
challenges associated with those applications (why), (3) 
provide an overview of the lifecycle cost (how much), 
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and (4) present common practices to implement drones 
(how). The “5W2H” framework of drones in the 
construction industry is illustrated in Figure 1 to 
summarize the state of drones for both academicians 
and practitioners in the post-pandemic world, especially 
after drones demonstrated great value before and during 
the COVID-19 pandemic. The 5W2H method was 
employed to offer a holistic discussion of drones in the 
construction industry, a type of discussion that has not 
been presenting in one single paper yet. 

To identify relevant research work, Google Scholar 
was used to identify articles, journal papers, 
dissertations, and conference proceedings published 
between 2017 and 2021. Search filters included various 
keywords to tackle the two layers, such as (“Drones” 
OR “UAS” OR “UAV” OR “RPV”) AND 
(“Construction” OR “Construction Industry” OR 
“Construction Project” OR “Project Lifecyle” OR 
“Adoption” OR “Implementation” OR “Challenges” OR 
“Barriers” OR “Benefits” OR “Advantages” Or “Use 
Case”). The relevant number of papers after scanning 
titles, abstracts, and the content was 31. In addition to 
literature, websites for major drone companies that work 
with construction firms were searched to identify 
relevant success stories and use-cases, webinars, reports, 
and publications that can provide insightful observations 
from the industry perspective. The search resulted in 15 
resources which were found relevant to this study.   

 

 
 

 
 

 
Figure 1. The “5W2H” (what, when, where, why, 
who, how, and how much) of drones in the 
construction industry. 

3 Applications of Drones Across the 
Project Lifecycle 

Drones can be used across the entire project 
lifecycle – starting from the early stages of pre-planning 
and design, passing through the construction stage, to 
the late stages of asset management, operation, and 
management. This section elaborates on the major 
applications for drones across the different phases of a 
construction project. While there is no single definition 
of what constitute the lifecycle of a construction project, 
this paper adopts the following three phases that are 
commonly referenced in drones related research: pre-
construction phase, construction phase, and post-
construction phase [10–12]. 

3.1 Pre-Construction Phase 
The pre-construction phase of a construction project 

includes all stages that are needed before the physical 
construction starts. During this phase, drones can be 
used for designing, bidding, and site planning.  

In the design stage, the use of drones can provide 
designers with a good understanding of the project 
environment. Designers can also benefit from the 
geometrically accurate 3D scans that drones offer. The 
3D scans can be integrated into the modelling software 
to account for landscape reality when modelling the 
project [13]. This could help designers and stakeholders 
visualize the project on its surrounding, and assess how 
the project could impact its environment from a 
practical and aesthetic viewpoint [14].  

In the bidding stage, drone images can provide 
contractors with a detailed view of the site location and 
its surrounding to expose possible risks and hazards that 
should be accounted for while creating their bid. 
Moreover, drones can assist in the correction and 
rendering of terrestrial surveying information to provide 
geometrically accurate 3D maps for estimating 
surveying quantities such as earthwork volumes [15]. 
The accuracy of such measurements can improve the 
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reliability of the bids and decrease possible estimation 
errors.   

As for site planning, the high accuracy of the drone 
data allows for an accurate identification of site 
boundaries and presentation of the construction plot 
area  [16,17]. Construction teams can then use this data 
to plan different site aspects such as entrance and exit 
points, crane locations, and material storage areas. This 
becomes especially important when the project is 
surrounded with restricted areas and no-go zones such 
as existing utilities and environmentally protected lands 
[18].  

3.2 Construction Phase 
The construction phase of a project includes all the 

physical construction that happens on the construction 
site. Drones can serve multiple purposes. 

To begin with, drones can be used for safety and 
health purposes. Safety managers can fly drones over 
the construction site to collect real-time information on 
hazardous activities, blind spots from moving 
equipment, and breaches of site parameters and no-go 
zones [11,19]. Drones can also carry built-in 
microphones to allow safety managers to contact 
workers who are in danger and warn them about 
potential hazards [20]. Successful attempts were also 
performed on drones to automatically recognize and 
warn workers who are not wearing personal protective 
equipment such a hardhats, and detect opening openings 
and guardrails that do not conform with the 
Occupational Safety and Health Administration (OSHA) 
standards [12,21].  

Drones can also be used for resource and logistics 
management. Drones can provide real-time 
measurement of the volume of materials on site such as 
soil and aggregates [16]. Drones can also use real-time 
location systems to detect, identify, and track the 
movement of materials and equipment tagged by 
different sensing technologies [22]. Moreover, drones 
can serve as assistant tools for unmanned equipment, 
such as excavators with autonomous intelligent control 
units, to perform earth moving  operations [23]. 

Another use for drones is to track progress on the 
construction sites. Drones manoeuvring over the jobsite 
can display the progress happening in real time for 
stakeholders whether on-site or away [10]. This creates 
a timeline of information that can be used to control and 
validate tasks, provide quality control, compare what is 
built to what was planned to identify differences 
between plans and real-time progress, and create 3D as-
built models [12,18,19,24]. 

In addition to 3D models and progress reports, 
footage gathered by drones can prevent a permanent 
record of the project that can be referred to at any time. 
Disputes are very common in the construction industry, 

so stakeholders can refer to the recorded drone footage 
when problems arise for a comprehensive understanding 
of the situation [25]. Drone footage can also be useful 
evidence to resolve litigation since they “can clarify or 
explain oral testimony or documentary narrative in 
concrete terms” [18,26].  

Other uses of drones on the construction project 
include transporting and installing construction 
materials like bricks, foam blocks, and steel elements 
[27–29]; transporting labour tools [23]; illuminating 
dark areas in the construction site and providing lighting 
for night works [23]; finishing and painting walls and 
vertical slopes [30]; monitoring dust and quality of air 
and detecting environmental violations [23]; inspecting 
existing structures before repairs or remodelling [12]; 
and managing demolitions or destruction of structures 
[31]. 

3.3 Post-Construction Phase  
The post-construction phase of a construction 

project includes all stages happening after the physical 
construction ends. During this phase, drones can be used 
for different mapping, marketing, monitoring, and 
inspecting purposes.   

Drones can be used to map inaccessible and 
hazardous areas, especially with their ability to enter 
areas and reach certain heights that can be hard to 
capture manually or by laser scanners [32]. Thus, the 
bird’s eye view that drones can provide, when 
integrated with advanced scanning technology, allows 
stakeholders to create 3D models of existing structures 
such as historic landmarks [32]. Moreover, the unique 
viewpoint that drones provide allow project owners and 
real estate agents to create unique videos for their 
constructed projects for marketing purposes, sales, and 
promotions, especially for commercial projects [33]. 

Drones can also play a vital role in monitoring and 
inspecting structures.  For example, drones can be used 
for inspecting and cleaning facades of skyscrapers, 
detecting corrosion in dam slopes, inspecting hazardous 
roofs such as those made with slate or clay tile and 
steep-slope roofs, and identifying roof leaks or electrical 
hot spots on transformer installations that are not 
ground-visible to detect inefficiencies in energy usage 
and develop thermal maps [23]. Moreover, [34] 
identified several studies that investigated the use of 
drones in highway infrastructure management, both 
bridges and roads. For bridges, the use of drones can 
enhance monitoring and inspecting bridges due to the 
drones’ ability to manoeuvre above, under, and around 
bridges without the need of heavy equipment or traffic 
control. As for roads, drones can enhance the periodic 
basement of pavement conditions and distress 
monitoring by reducing the man-hours needed or visual 
inspection and conducting in-situ tests to measure 
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different aspects such as distress, unevenness, rutting 
and cracks [34]. Asphalt 3D printing technologies could 
also be installed on drones to fill cracks in pavements 
[35]. 

Another major use-case for drones is post-disaster 
reconnaissance. Fires, explosions, and natural disasters 
such as earthquakes, floods, hurricanes, tornadoes, and 
landslides can cause unavoidable damage to buildings 
and infrastructure. Drones can be used to perform 
comprehensive damage assessment through identifying 
damage evidence ranging from cracks to complete 
collapses, and enhance the processes of  rescuing, 
cleaning, rehabilitation, and retrofitting [12,23]. 
Damage evidence can also be helpful when filing for 
post-disaster insurance compensations [36]. 

4 IMPLEMENTATION OF DRONES IN 
CONSTRUCTION PROJECTS 

4.1 Benefits 
The different applications of drones across the 

construction project lifecycle discussed earlier highlight 
major social, economic, and environmental benefits. 

From the social perspective, the ability of the drone 
to manoeuvre over hazardous areas and dangerous 
heights for important tasks like inspection or surveying 
makes the technology a safer alternative than human 
labour. Land surveyors and inspectors can fly drones 
over their areas of interest instead of performing their 
surveying or inspection tasks physically and getting 
exposed to risks [12]. Drones can also add an extra layer 
of security to the job site through identifying breaching 
of parameters or entrances to no-go zones faster [19]. 
This becomes especially important for site visitors and 
pedestrians commuting around the jobsite. Moreover, 
the use of drones for inspecting highway infrastructure 
such as bridges, roads, and tunnels, can decrease the 
hardships of traffic control [37]. 

From an economic perspective, the different use-
cases of drones – discussed in the applications section 
above – show that drones can (1) simplify reporting 
through capturing and footage in real time for project 
stakeholders present inside and outside the job site, (2) 
enhance decision making through remote site access, (3) 
provide accurate calculation tasks such as earthwork 
volumes, (4) track progress on construction site with 
high accuracy and compare it to design to develop as-
built statuses, (5) track the movement of materials and 
resources anywhere on the job site, (6) replace the need 
for heavy equipment and truck cranes or elevating 
platforms to inspect hazardous area, and (7) reduce 
liability through resolving disputes faster 
[16,18,21,23,32]. All those benefits translate into 
productive job sites with efficient communication and 

collaboration among stakeholders, and significant time 
and cost savings in a construction project [12]. 
Moreover, the use of drones allows companies to gain 
competitive advantage whether when bidding on 
projects or seeking new clients.  

From an environmental perspective, drones do not 
rely on fossil fuels and are mostly electric-motor driven. 
Thus, drones release significantly lower levels of carbon 
dioxide emissions when compared to construction 
equipment, making them an environmentally friendly 
alternative for aerial work – i.e. land mapping, 
photography, and surveying [12]. Further environmental 
benefits are also perceived through reducing congestion, 
for drones will decrease the number of human labour 
and equipment needed to perform critical tasks [28]. 
Moreover, the use of drones can contribute to 
sustainable development and construction when 
monitoring energy projects like pipelines, wind turbines, 
or solar farms [12].  

4.2 Challenges 
Despite the different benefits perceived from the use 

of drones, several challenges remain at the technical, 
social, and legal standpoints. 

From a technical standpoint, technological 
constraints such as the limits on the battery life can 
shorten the time of flights and operations [38]. Battery 
life is affected by factors such as the take-off weight, 
which in turns affects the types of cameras and sensors 
that can be used [34]. Another technical constraint is the 
effect of environmental factors like severe weather 
conditions and rough terrains; terrains like mountains 
and hills or underground tunnels and severe weather 
conditions like extreme temperatures, accumulation of 
ice, high wind speeds, and heavy rains may hinder 
signals and connectivity [34,38]. Moreover, drone take-
off location and flight paths should be away from large 
metal objects or heavily reinforced concrete structures 
since electrical sensors like gyroscope and 
magnetometer can be affected by communication 
interference if there are magnetic sources around the 
drone [39]. Furthermore, even though researchers are 
studying the ability of drones to perform aerial drone-
based construction tasks, material such as bricks or 
blocks or voxels might require to be altered to meet the 
drones capabilities [40]. Finally, while drones excel at 
outdoor environments. Several limitations remain for 
using drone in indoor environments with the absence of 
GPS and lack of predefined parameters necessitate more 
intricate sensing abilities and sophisticated supporting 
algorithms [38]. To overcome such technical issues, 
cross-industry cooperation is required between the 
manufacturer and client to enhance product  research 
and development and improve the capabilities of drones 
for the construction industry [23]. 
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From a social standpoint, operating drones comes 
with the risk of collisions with people, objects, and 
other aerial vehicles [34]. Many reasons can cause the 
drone to malfunction such as the sudden discharge of 
the battery, unpredicted weather occurrences like 
unknown winds aloft, unexpected hazard events like 
forest fires or earthquakes, loss of command and control 
link, loss of visual contact with the drone, and loss of 
navigation control [37]. Even though the probability of 
such risks may be low, they become more possible 
when using drones on large scale entails [41]. Noting 
the labour intensive nature of the construction industry 
and the critical location of many construction sites in 
populated areas, drone malfunctions may lead to crashes 
crash into on-site personnel, pedestrians, vehicles, or 
structures resulting in bodily injuries and/or property 
damages [38]. Other social challenges include security 
and privacy concerns. Drones are equipped with 
cameras, night vision device, and various sensors that 
give it the ability to track objects and observe them in 
different perspectives. Such capabilities can facilitate 
snooping and capturing unauthorized images of persons 
or private property, which in turn raises privacy 
concerns from citizens [38,41]. Moreover, many law 
enforcement agencies have voiced security concerns on 
the use of drones since drone operations can be 
vulnerable for GPS jamming and hacking, making 
drones prospect for malicious users to conduct 
cyberterrorism and other unlawful activities [9]. Such 
social challenges may be maintained by strong security 
firewall systems and ethical guidelines for drone 
operations to clearly define the objectives of the flight, 
the data that should be gathered for analysis, time of 
data residentials, possible privacy violations, and proper 
risk and safety mitigation plans and strategies [23]. 

From a legal standpoint, different aviation rules may 
restrict the potential of drones. For example, in USA, 
while the FAA regulations are important to guarantee 
the safety of people and property, other regulations may 
cause operation restrictions. Examples of restricting 
regulations include: the weight of the drone including 
payload at take-off should not cross 25 kilogram (55 
pounds), flying at or under 120 meters (400 feet), flying 
at or under 160 kilometres per hour (100 miles per hour), 
staying 8 kilometres (5 miles) away from airports, 
remaining in Class G airspace, keeping the drone within 
the visual line of sight of the operator, and yielding the 
right of way to other aircrafts. It is worth to note that 
restrictions, aside staying in Class G and the take-off 
weight of the drone – may be waived by the FAA upon 
submitting a waiver. It is also worth to note that the 
restrictions of flying over moving vehicles, flying over 
people who are not protected by a shield and/or part of 
the operation, and flying at night were lifted by the FAA 
as of April 2021 [6]. Other legal challenges come in the 

form of liabilities [26]. The absence of common 
industry standards for risk allocation and mitigation 
may cause potential liabilities on who might be 
responsible for the incurred injuries or property 
damages in the case of a drone malfunction [26]. This 
becomes especially important because the FAA does not 
mandate insurance for drone operations, but requires 
operators to report all drone incidents, which may lead 
to revoking licenses and jeopardizing the company from 
using drones in their operations [26]. Thus, insurance 
companies should develop policies to clearly define and 
integrate drone usage into the insurance coverage of 
construction projects and create ideal insurance cost 
models that account for the accident rates and safety 
risks for drone operations [23].  

4.3 Lifecyle Cost 
The lifecycle cost of implementing drones can be 

broken down into three phases: procurement and 
acquisition, operations and management, and retirement 
and disposal [42]. The procurement and acquisition 
phase is related to the permits needed to buy and operate 
the drones, and the cost of purchase. Factors that affect 
the cost of the purchase include the drone’s weight (i.e. 
battery, propellers, motors, controllers, frame, take-off 
elements), its payload capacity (i.e. gimbles, cameras, 
sensors), and endurance (i.e. battery service) [42]. Other 
cost factors include the required software for navigation 
and flightpath automation, to control, monitor, 
communicate, and navigate the drone, in addition to 
gathering, storing, and sharing data [42]. The operation 
and management phase is associated with incurred costs 
to operate the drones at regular intervals of time. 
Examples of operation costs include the lifespan of 
propellers and batteries, software adaptability, insurance, 
and operating crew [42].  As for the retirement and 
disposal phase, it is derived from the recuperated capital 
at the end of the drone’s lifespan [42]. 

5 Implementation Practices and 
Recommendations 

Several companies have published success stories of 
the use of drones in the construction industry, whether 
through webinars, academic papers, or blogs. A number 
of those resources were reviewed to comprehensively 
compile a list of common practices needed for 
implementing drones [12,36–38,43–48,50]. It is worth 
to note that the practices should be treated as guidelines 
instead of an official standard for implementing drones.  

To begin with, construction companies should 
understand the need for drones before starting the 
implementation process. As seen in the applications 
section, drones have multiple purposes across the entire 
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lifecycle of a project. Thus, it is important for 
companies to communicate with project stakeholders 
and assign one or more champions to define the areas of 
interests, the type of data needed, the timelines of 
acquiring and analysing the data, the proper methods to 
share the data, and the expected deliverables. Another 
reason for including multiple stakeholders is that one 
drone flight may serve multiple teams. Thus, 
understanding the needs of every team helps better 
understand the use-cases that drones can fulfil.  For 
example, images can be shared with superintendents to 
note and understand   

Since the construction industry is resistive to change, 
a transition to implement drones in construction 
processes may not be easy. Thus, it is important for 
champions to highlight the value of using drones by 
sending newsletters, conducting webinars, and sharing 
videos with those who are hesitant to change. Return on 
Investment (ROI) is also a common practice to show 
value; champions can perform preliminary analysis by 
comparing the current incurred costs (such as the 
current-state labour wages and equipment needed to 
collect the data and perform analysis) to the drone 
investment cost (i.e. the Lifecyle cost explained before) 
and the expected savings (both tangible such as the 
equipment’s replaced by drones, and intangible such as 
the dollar value of the time savings).  Another way to 
show value is to conduct different pilot test on a small-
scale construction product with the help of a third party 
and gather feedback from involved personnel.  

Another important practice is to review the 
regulations and necessary authorizations to operate 
drones. While the FAA is responsible to regulate the 
operations of drones in USA, several states and cities 
have created their own rules and regulations, with some 
imposing regulations limitations that are stricter than 
others. Thus, a company should invest time in 
understanding the local and federal rules and regulations 
in their areas of operation.  

As discussed in the challenges section, the drone 
operations are associated with serious safety risks. Thus, 
it is important for companies to develop risk assessment 
pans and standardize checklists for drone operators and 
on-site personnel to use before, during, and after the 
flight operation. Such practices are also valuable for the 
involved lawyers and insurance companies.  

Finally, the global drone market is increasing and 
currently involves a growing number of hardware, 
software, pilot, training, insurance, and distribution 
partners. With such a strong global partnership network, 
and with drones successfully exceeding their 
expectations on construction projects, companies have 
the support that they need to confidently start their 
drone initiatives.  

6 CONCLUSIONS 
This paper recapped the use of drones in the 

construction industry. Using the 5W2H method, the 
paper presented the different applications of drones 
across the lifecycle of a construction project, discussed 
the benefits of using drones and elaborated on the 
challenges, and provided an overview of the lifecycle 
costs. The paper also presented a comprehensive 
assessment of common practices derived from several 
successful implementations of drones in the 
construction industry. Findings in this paper can set a 
baseline for both construction academicians and 
practitioners for the state of drones in the industry. 
Further studies can build on this study by providing 
industry use-cases and elaborating on other Industry 4.0 
technologies that can be integrated with drones to 
maximize its use. 
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Abstract – 
In construction projects, the space required for 

executing each activity is unanimously recognized as 
a limited but renewable resource, like workers, 
equipment, and materials. Overloading a given 
resource space, as demonstrated by statistics, leads to 
efficiency losses and safety threats. Despite the 
valuable contributions provided by academics and 
the construction software industry, a definitive tool 
for managing and resolving spatial issues is not 
available yet. In fact, current approaches, generally 
based on geometric intersection tests between main 
workspaces in their initial static position, do not 
account for not-purely-geometric spatial issues (e.g., 
struck-by hazards, electrical hazards, etc.) and 
overestimate conflicts affected by unlikely 
surrounding conditions. 

In order to cover these gaps, a workspace 
management framework integrated into the 
preparation of the construction schedule is proposed 
and tested by developing a spatial conflict simulator 
(i.e., “Enhanced” approach). The simulator 
implemented using the serious gaming environment 
Unity3DTM was compared with Synchro Pro (i.e., 
“Benchmark” approach). Results show a better 
performance of the “Enhanced” approach, able to 
extend the range of detected spatial conflicts thanks 
to physics simulations, and filter unlikely spatial 
conflicts based on Bayesian inference’s results. 

Keywords – 
Construction Management; Workspace 

Scheduling; Spatial Conflicts; BIM; Game Engine; 
4D tool 

1 Introduction 
In construction projects, each activity requires a 

specific workspace to be executed [1]. A workspace is 
defined as the suitable occupational volume a crew 

and/or equipment occupy during the execution of a 
certain activity on a predefined geometrical element [2]. 
As the construction progresses, the space occupied by 
completed activities is released and reused by other 
operations [3]. Consequently, the space required by 
construction activities, i.e., the geometry and the location 
of workspaces, continuously change over time [4], 
leading to a sequence of workspaces associated with the 
project’s activities [4]. As suggested by [5], the space in 
the construction site must be considered as a limited but 
renewable resource, similar to workers, equipment, and 
materials [3]. When the same workspace is occupied 
simultaneously by two or more activities, a spatial 
interference occurs, leading to significant problems such 
as labor safety hazards, construction delay, and loss in 
productivity. To cite a few statistics, a study related to 
masonry works has reported that congested workspaces 
and restricted access cause efficiency losses of up to 65% 
[6]. In addition to the productivity impacts, a study 
conducted in the US found that poor workspace planning 
was the cause of 323 fatalities over a period of 12 years 
[7]. This trend can be explained by the fact that the 
dynamic nature of construction activities makes the 
management of workspaces challenging using 
conventional planning methods. In [8], the authors 
asserted that conventional planning methods do not 
adequately represent and communicate the interference 
between construction activities and do not consider space 
constraints in the planning process. As of now, 
workspace planning is being performed through 
judgment or at most by the aid of 2D sketches [2] because 
commercial 4D visual planning tools lack effective and 
holistic workspace management capabilities [4,9]. 

This study has developed an intelligent BIM-based 
spatial conflict simulator that integrates physics 
simulations and Bayesian inference in a serious gaming 
environment. The tool, aiming to enhance the range of 
detectable spatial conflicts and filter non-critical ones, 
has been tested and compared to one of the most popular 
4D tools, namely Synchro Pro. The rest of this paper is 
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structured as follows. In Section 2, the scientific 
background of construction workspace management and 
related gaps are discussed. Section 3 reports the 
methodology adopted for developing the proposed 
spatial conflict simulator. Section 4 describes the use 
case and the experiment design, whereas Section 5 
discusses the results. Finally, Section 6 is devoted to 
conclusions. 

2 Scientific Background 

2.1 Research contributions to workspace 
management 

Nowadays, the need to consider the spatial dimension 
to ensure schedule feasibility and avoid critical issues, 
such as safety, productivity, and constructability, is 
unanimously accepted by field experts. Stemming from 
this assumption, researchers have spent many efforts on 
the topic of workspace management. 

The authors in [10] proposed a prototype system 
based on a micro-level discretization (i.e., building 
component space, labor crew space, equipment space, 
hazard space, protected space, and, finally, temporary 
structure space) to detect spatial interferences. The 
system, implemented using the object-oriented 
programming language Powermodel, displayed the list of 
categorized and prioritized time-space conflicts in a 4D 
CAD simulation environment, namely VRML 2.0 and 
Excel. Complementarily, the authors in [11], introduced 
the concepts of macro-level (e.g., storage areas) and 
paths (e.g., equipment’s and crews’ paths) discretization. 
They applied the critical space-time analysis (CSA) 
approach to model and quantify workspace congestion, 
developing a computerized tool called PECASO 
(Patterns Execution and Critical Analysis of site Space 
Organization) using VBA programming. A macro- and 
micro-level discretization has been presented in [1], 
where the labor crew workspaces were differentiated into 
static (i.e., the entire workspace is required throughout 
the activity duration) and dynamic (i.e., a specific portion 
of the workspace is occupied during each time interval). 
In the same study, the authors have developed a dynamic 
4D BIM-based system aiming to detect time-space 
conflicts and quantify their impacts considering labor 
crew movements. The proposed system has been 
implemented using the C# programming language in 
the .NET framework in a Visual Studio environment. In 
[7], a micro-level discretization plus the space for 
material handling path were defined. In the same study, 
the authors proposed a novel method that collects, 
formalizes, and reuses historical activity-specific 
workspace information for congestion identification and 
safety analysis in BIM. In [3], the workspaces defined by 
the studies mentioned above have been grouped into two 

main categories: entity (i.e., laborers, mechanical 
equipment, and building components) and working 
spaces (i.e., spaces required to ensure smooth operation 
and tasks). This workspace discretization has been 
applied to develop a workspace conflict detection 
framework using the Navisworks SDK toolkit. The 
classification of the workspaces adopted in [4], inherited 
from the manufacturing industry, considers, in addition 
to the workspaces occupied by building elements and 
reserved as safety distance, a workspace discretization 
depending on the value added by the activities. A “main 
workspace” is required by activities that add tangible 
value to the project (e.g., building a wall), whereas a 
“support workspace” is required by preparatory activities 
(e.g., transferring materials) supporting the first category. 
The authors applied the described taxonomy to develop a 
construction workspace management tool implemented 
using the XNA game engine. 

A gap found from the literature review is that most 
existing studies [1,7,10,11] consider object-based 
workspace taxonomies that allocate workspaces for each 
building element under construction for very specific 
purposes. This means assuming the strong hypothesis 
that spatial conflicts are likely to happen only around 
specific building elements under construction, that is, 
between their static object-based workspaces. The 
authors of this study, adopting the workspace taxonomy 
proposed by [4], have preliminary addressed this issue by 
developing a spatial conflict simulator in Unity3DTM to 
reduce threats of COVID-19 transmission related to 
spatial conflicts among main and support workspaces in 
construction projects [12]. Another limitation of existing 
studies [3,4,10,11] is detecting spatial conflicts by simply 
carrying out geometric intersection tests between defined 
workspaces. Although this approach has provided early 
valuable results and enabled process automation, it has 
also led to overestimating the results and missing 
incompatibilities that are not purely geometric (e.g., 
struck-by hazards, electrical hazards, etc.). 

2.2 Commercial 4D software 
Several 4D modeling software (e.g., Vico Schedule 

Planner and 4D Player, Innovaya Visual 4D Simulation, 
Autodesk Navisworks, Synchro Pro, Elecosoft 
Powerproject BIM, etc.) already provide different 
capabilities and toolkits [13]. The most popular ones, 
namely Autodesk Navisworks and Synchro Pro, have 
been exhaustively compared [13]. Both implement clash 
detection functionalities with the possibility to define a 
clearance threshold around objects (i.e., clearance clash 
test). Whereas Autodesk Navisworks is more indicated 
for running clash detection tests between single building 
elements to adjust the building design and avoid spatial 
issues, Synchro Pro is preferred for checking spatial 
interferences during the construction process and 

551



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

adjusting the construction schedule accordingly [14]. As 
reported in [15], Synchro Pro enables the user to create 
workspaces from bounding boxes [16] and check for 
related spatial conflicts. In addition, both software enable 
the creation of animation for simulating the construction 
site dynamics, with the not negligible limitation that they 
must be defined point by point by the user [17]. In other 
words, these software solutions do not enable to carry out 
automatic realistic physics simulations. This represents a 
significant limit, especially if we consider big 
construction projects where a significant number of 
agents moving for each time frame must be modeled one 
by one. 

3 Methodology 

3.1 Workspace management framework 
In order to cover the gaps identified in Section 2, the 

authors have proposed a workspace management 
framework that integrates the construction scheduling 
phase (Figure 1, top lane) with the contribution given by 
a spatial conflict simulator (Figure 1, bottom lane). The 
latter, developed by adopting the serious game engine 
technology, can detect eventual spatial interferences 
based on both the geometric and semantic information 
provided by the Building Information Model (Figure 1, 
green nodes) and the construction process data included 
in the construction schedule (Figure 1, blue nodes). 
Based on this data, workspaces can be generated in the 
gaming environment to carry out geometric computations 
and physics simulations (Figure 1, red nodes). As a result, 

the list of detected spatial conflicts is generated and 
provided as an input to a Bayesian network (BN) (Figure 
2) that, using expert knowledge, can be applied to find 
out (and filter) non-critical scenarios to avoid conflict 
overestimations (Figure 1, orange tasks). Afterward, the 
construction management team, made aware of likely 
future spatial conflicts, can adjust (Figure 1, blue nodes) 
or confirm (Figure 1, violet node) the construction 
schedule. 

3.2 Intelligent BIM-based spatial conflict 
simulator 

The spatial conflict simulator proposed by this study 
has been developed in Unity3DTM, a serious gaming 
environment. As shown in Figure 1 (bottom lane), the 
BIM model and the construction (work) schedule are 
provided as input to define the 4D model. BIM models 
are imported into the gaming environment using the in-
house IFC Loader for Unity3DTM, developed based on 
the IFC Engine DLL library [18]. Construction schedules 
are imported into the serious gaming tool in CSV format 
using a C# script developed by the authors. Based on the 
4D model information, the proposed spatial conflict 
simulator developed by the authors in another C# script 
generates main workspaces and detects “direct” and 
“indirect” spatial conflicts between them. A spatial 
conflict is detected between two given workspaces 
assigned to different crews only if their boundaries 
intersect. “Direct” spatial conflicts are detected by 
carrying out geometric intersection tests among 
workspaces in their initial static position, inherited from 
the corresponding building elements. 

 
Figure 1. Proposed workspace management framework to consider spatial-temporal conflicts. 
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Although detecting these kinds of spatial conflicts is 
included in the state of the art of workspace management, 
it cannot cover the totality of spatial issues affecting the 
construction site. To make an example, a main workspace 
at a higher level (i.e., Cause-of-Risk-Activities or CORA 
workspace) than another one (i.e., Exposed-to-Risk-
Activities or ETRA workspace), even if they do not 
intersect each other in their initial position, can be 
affected by spatial conflicts due to falling objects (i.e., 
struck-by hazards from CORA into ETRA workspaces). 
This kind of spatial conflict is named, here on for 
simplicity, as “indirect” or “possible” one. The serious 
gaming environment, embodying mechanical physics, 
enables the detection of this kind of spatial conflict, 
carrying out physics simulations and geometric 
computation (i.e., dropping down main workspaces 
according to the gravity law and looking for geometric 
intersections). The criticality level of “indirect” or 
“possible” spatial conflicts, being the result of a virtual 
simulation (e.g., dropping-down physics simulations), 
needs to be assessed. As indicated in Section 3.1, the 
criticality level is judged using Bayesian inference. The 
BN (Figure 2) was developed according to the factors 
categories (i.e., external, organizational, direct factors) 
presented in [19] and complemented by expert 
knowledge elicitation. In this study, the conditional 
probability tables (CPTs) have been filled according to 
the authors’ knowledge. BNs can provide valuable 
support for assessing, based on surroundings conditions, 
the criticality level of each detected “possible” spatial 
conflict and filtering the ones that are not going to cause 
any spatial issue. The struck-by hazard BN has been 
implemented in Unity3DTM through a C# script based on 

the Discrete Bayesian Network library [20]. This enables 
the variables’ evidence of the BN to be automatically fed 
by gaming simulation data. 

4 Use Case and Experiment Design 
The proposed approach provides a valuable contribution 
to the planning phase of construction works related to 
medium and large projects. Falling in this category, the 
construction process of the Eustachio Building, a public 
building hosting the Faculty of Medicine of the 
Polytechnic University of Marche, has been selected as 
an example for validation purposes. The Eustachio 
Building is located in the extra-urban area of Ancona 
(Italy), close to the main regional hospital. The mixed-
use building is arranged on six floors above ground and 
has a total area of 16,900 m2. 

The application of the spatial conflict simulator 
presented in this study has been defined as the “Enhanced” 
approach. In order to be validated, it has been compared 
with the “Benchmark” approach, based on the application 
of the most popular 4D tool for workspace management, 
namely Synchro Pro. Three experiments have been set up 
considering, for simplicity and paper length constraints, 
only two working days (i.e., 27th and 28th May), 
highlighted in yellow in Figure 3(c). The four activities 
shown in Figure 3(c) are the ones that have been 
scheduled during this time interval. One experiment (i.e., 
Experiment No. 1, Table 1) out of three is related to the 
“Benchmark” approach and considers the “Standard” 
BIM model of the use case (Figure 3(a)). One of the 
remaining two experiments (i.e., Experiment No. 2, 

 
Figure 2. BN to assess the criticality level of “indirect” or “possible” spatial conflicts due to struck-by 

hazards.
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(a) (b) 

 
(c) 

Figure 3. Views of the (a) “Standard” and (b) “Variation A” BIM models. (c) Excerpt of the overall 
construction schedule reporting the activities scheduled for the selected working days. 

Table 1. Overview of the main differences between the three experiments. 

Table 1), related to the “Enhanced” approach, considers 
the “Standard” BIM model, whereas the other one (i.e., 
Experiment No. 3, Table 1) considers the “Variation A” 
BIM model (Figure 3(b)). 

The “Variation A” BIM model has been obtained 
from the “Standard” one by removing some of the 
openings on the 3rd level north façade. This was done to 
assess the contribution of the Bayesian inference by 
considering a different spatial conflict criticality level 
depending on the surrounding conditions. The different 

tool functionalities tested in the “Standard” and 
“Enhanced” approaches have been summarized in Table 
1. 

5 Results and Discussion 
In the Experiment No. 1, the geometric intersection 

test carried out by Synchro Pro (e.g., “Benchmark” 
approach) has detected one spatial conflict between two 
workspaces at the same level (i.e., 3rd level) overlapping 
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each other in their static position (Figure 4, Table 2). The 
proposed spatial conflict simulator (i.e., “Enhanced” 
approach) has been tested in Experiments No. 2 and 3. In 
both cases, one “direct” and four “indirect” or “possible” 
spatial conflicts have been detected (Figure 5, Table 2). 

The “direct” spatial conflict detected between two 
workspaces overlapping in their initial static position is 
the same one reported in Experiment No. 1. The four 
“indirect” or “possible” spatial conflicts, detected 

between workspaces at different levels (i.e., ground level 
and 3rd level), resulted from the combination of the 
physics simulation and geometric intersection tests. In 
Experiment No. 2, that is when the “Standard” BIM 
model was considered in the Enhanced approach, the 
Bayesian inference has provided a “high” criticality level. 
In fact, as shown in Table 2, the “high” state of the 
“Struck_by_hazard” variable has, for each “indirect” or 
“possible” spatial conflict, the highest probability value  

 
Figure 4. View of Synchro Pro after executing the “Benchmark” approach experiment. 

 
Figure 5. View of the gaming environment after executing the “Enhanced” approach experiments. 

List of spatial conflicts

Experiment set up

List of "undirect" spatial conflicts

List of "direct" spatial conflicts
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(e.g., 78%). The Bayesian inference provided a “low” 
criticality level when the “Variation A” BIM model was 
considered. In fact, as reported in Table 2, the “low” state 
of the “Struck_by_hazard” variable has, for each 
“possible” spatial conflict, the highest probability value 
(e.g., 57%). This is because in Experiment No. 3, the 3rd 
level north façade, in correspondence to the part in which 
some openings have been removed, works as a barrier 
protecting workers in the ETRA workspace from 
eventual objects falling from the CORA workspace. This 
scenario is modeled by the “Construction_fence” 
variable of the BN (Figure 2) that, in Experiment No. 3, 
contrarily to Experiment No. 2, assumes the “True” state. 

The three experiments demonstrate the proposed 
spatial conflict simulator's added value in detecting not-
purely-geometric spatial issues and filtering the not 
critical ones to avoid overestimations. 

6 Conclusions and outlook 
In construction projects, spatial interferences lead to 

significant problems such as labor safety hazards, 
construction delays, and loss of productivity. Although 
researchers and 4D software developers have spent many 

valuable efforts in the field of workspace management, 
several issues have not been addressed yet. One of the 
main gaps in past studies is the assumption that spatial 
conflicts can happen only around specific building 
elements under construction; that is, between their static 
object-based workspaces. In addition, spatial conflicts 
have been detected simply by carrying out geometric 
intersection tests between workspaces. What has 
emerged from academic and industry sectors is the need 
to enhance the range of detected spatial conflicts and 
avoid overestimations. 
The proposed tool combines physics simulations and 
geometric computations to replicate the construction site 
dynamics and detect resulting conflicts. Then, an 
integrated BN fed by expert knowledge and simulation 
results filters non-critical scenarios. The serious gaming 
tool has been validated by comparing the results with the 
ones provided by Synchro Pro for the same scenario. 
Promising results come from the proposed approach. In 
fact, combining physics simulations and Bayesian 
inference enhances the range of detected spatial conflicts 
(e.g., including the ones between workspaces at different 
levels affected by struck-by hazards) and filters out 
unlikely spatial conflicts.

Table 2. Results from the “Benchmark” and “Enhanced” approaches. 
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In the future, the proposed BN can be extended by 
adding variables for all the factors presented in [19]. 
Then, the tool can be applied to other scenarios in which 
physical simulations provide valuable contributions (e.g., 
tower cranes lifting heavy loads in windy conditions). 
Finally, the tool can be improved to address different 
scenarios. For example, modeling detailed materials 
properties and implementing electromagnetism rules in 
the gaming environment would enable addressing 
electrical hazards. 
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Abstract –  

State-of-the-art building energy systems exhibit a 
high technical complexity. In the commissioning 
phase, technical building elements (TBE) are put into 
operation trade-by-trade and as linked complete 
systems. Besides the correct wiring on component 
level, instantiating the building automation and 
detecting errors is a cumbersome process in practice. 
The paper addresses a novel interconnected toolchain 
to support commissioning energy systems through 
digital processes in combination with energy system 
related digital BIM twins– the “energyTWIN”. This 
energyTWIN digitizes and automates the process 
chain in the commissioning of TBE and building 
automation with its highly complex interrelationships 
in constant exchange between reality and the BIM 
model (digital twin) as completely as possible.  

By increasing energy efficiency with the novel 
processes of energyTWIN, a contribution to the 
worldwide goal of reducing energy consumption can 
be achieved. 

 
Keywords – 

Building Information Modeling; Technical 
building equipment; Data capturing; Indoor 
positioning; Virtual and Augmented Reality 

1 Introduction 
Nowadays, TBE are highly complex and 

interconnected systems. After dimensioning the 
hydraulic system and planning as Piping and 
Instrumentation Diagram (P&ID), TBE are today 
planned as 3D model with semantic (manufacturer) data 
using Building Information Modeling (BIM). In practice, 
building automation with its functional descriptions is 

handled separately. Both domains are typically not linked 
and uniform data labels of TBE are defined often 
separately without using the (naturally existing) 
classification system of BIM. So, the TBE functions 
correctly and according to its control strategy during the 
operational phase, the commissioning must correspond to 
the planned configuration, or, the TBE control system 
must be customized to the actual built situation. 
Therefore, in the energyTWIN project, modern methods 
for high-resolution as-built data capturing (reality 
capturing) are being developed and refined with the aid 
of Artificial Intelligence (AI)-based data filtering and 
feature extraction for the automated recognition and 
classification of components and their topological, 
functional and informational interrelationships. 

Crucial for automated workflows are uniform, 
generic (manufacturer-neutral) Reference Designation 
Systems (RDS) for the identification of TBE components 
(section 2). For data capturing of the actual installed TBE, 
efficient methods based on photogrammetry, laser 
scanning, infrared measurement technology, etc. will be 
developed and refined as described in section 3. This also 
includes methods for indoor positioning (pose tracking) 
and georeferencing of the captured data. Georeferencing 
is needed for comparisons to the as-planned BIM model 
and will be used in Virtual and Augmented Reality 
(VR/AR) applications of section 4. A comparison 
between the planned and the actual as-built situation will 
be realized using AI-based methods for automated 
recognition and classification of components and their 
topological relationships (section 5). A cloud-based 
system will connect all acquired relevant data on field 
level. Fault detection and diagnosis increases system and 
supply reliability (section 6). Finally, all developments 
will be prototyped and evaluated (section 7). Several, 
partly AI-supported methods will be fused to derive a 
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BIM model that reflects the actual situation (as-built) for 
planning and operational processes including aspects of 
time and costs (5D BIM in the phase of building life cycle 
following the commissioning of the TBE).  

The energyTWIN, for the first time, employs AI-
based approaches to combine image- and laser-based 
geometric and semantic data of building and system 
components with simultaneously captured data on field 
level. Furthermore, the modern technologies VR/AR are 
used for georeferenced and interactive visualizations as 
well as updating the BIM-based digital twins of the TBE. 
Finally, the RDS ensures the unique identification of 
objects during the various processes and data exchanges. 

2 Reference Designation Systems 
RDS are used for the unique identification of objects 

at different levels of granularity. Identifiers can be 
implemented as Global Unique Identifier (GUID) by a 
combination of alphanumeric characters or by a 
hierarchical structuring of data according to certain 
aspects such as location-, function- and signal related 
structure. GUIDs are used by BIM software applications 
and in the Industry Foundation Classes (IFC) data model 
[1]. The IFC schema is a standardized data model that 
defines the identity, semantics, characteristics, attributes, 
and relationships of objects, abstract concepts, processes, 
and people in a logical form. RDS with a hierarchical 
structuring of data are used by humans to reference 
objects across different models and documents. The 
structuring and level of detail of these systems depends 
on project-specific conditions as well as use cases and 
can therefore not be defined globally [2]. However, the 
reference designation should be as short as possible and 
as detailed as necessary. Aspects such as readability, 
memorability and uniformity of the reference designation 
system must be considered. 

RDS map a "component-of" structure via hierarchical 
structuring according to various aspects. Frequently, a 
distinction is made between location, functional, and 
product-related aspects [3]. The location-related aspect 
describes the installation site or the installation location 
of an object. Entities of the local structure can be, among 
others, site, building, storey, area, room, or segment as 
well as outdoor areas. The product-related aspect defines 

the composition of the object. It shows the division of an 
object into individual parts. Entities of the product-
related structure are defined, among others, in 
standardized classification schemes such as Table 02 of 
DIN EN IEC 81346 - 2 [4] or Table 03 of VDI 3814 - 4.1 
[5]. The functional-related aspect describes the 
respective function or task of a system and subdivides it 
hierarchically. Entities of the function-related structure 
are, among others, functional systems, technical systems, 
and components. These aspects can be used isolated from 
each other or interrelated to reference objects. 
Independently of this, the marking in the individual 
levels of the aspects takes place via a defined sequence 
of alphanumeric characters [3]. 

As part of a literature review, 50 RDS were 
considered, originating from the private (building 
automation, utilities), public (cities, state offices, federal 
offices) and scientific (universities, university hospitals) 
sectors. In addition, common standards were considered. 
Especially the reference designation systems of DIN EN 
IEC 81346 [2], VDI 3814 [5] and the Buildings Unified 
Data Point naming schema for Operation Management 
(BUDO) [6] were evaluated positively. Based on these 
findings and aligned with the concepts of DIN EN IEC 
81346, a possible structure for a reference designation 
system is shown in Figure 1. 

To implement a RDS into the planning process, the 
systems must be streamlined with existing digital data 
models. The digital model, also known as the BIM model, 
is the central instrument and is considered the "single 
source of truth". One option for structuring and 
exchanging the information is the open IFC standard. 
Depending on the aspect under consideration, structures 
for mapping these already exist in the IFC data model. 
There are five classes (IfcSite, IfcBuilding, IfcBuilding 
Storey, IfcRoom and IfcZone) describing the location-
related aspect, one class with multiple types (IfcSystem) 
to describe the function-related aspect as well as multiple 
classes and subtypes to describe the product-related 
aspect. For the description of the signal-related aspects, 
no classes are currently available in IFC. Therefore, the 
structures can only be considered as attributes on 
elements. To map these, the IFC data model would have 
to be extended to include classes such as IfcSignal and 
the relationship IfcRelConnectsSignalToElement. 

Figure 1: Possible structure of the RDS (A = alphabetic character, N = numeric character) 
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Corresponding types of IfcSignal could be based on 
existing classifications in the BUDO schema. 

3 Efficient methods for reality capturing 
For digitizing and automating the process chain 

during the commissioning of TBE, capturing geometric 
and semantic data of the realised state is essential. This 
requires a suitable capturing system, favourably with 
various sensors and interfaces. State-of-the-art is to use 
laser scanning and photogrammetry [7]. Often laser 
scanners are coupled with cameras to create coloured 
point clouds that represent the environment very 
realistically. Roughly, laser scanning can be categorized 
into two types: Terrestrial Laser Scanning (TLS) and 
Mobile Laser Scanning (MLS). While in TLS the 
resulting points clouds typically have a higher accuracy 
in comparison to MLS, MLS is more flexible and time 
efficient. In the field of photogrammetry, combining 
images taken from different points of view into a 
common coordinate system by determining the mutual 
orientation by means of bundle block adjustment over 
identical (homologous) points, has long been the standard 
method [8].  

In the energyTWIN project, the goal is to create a 
flexible and easy to use system that is able to capture 
geometry, visual information, and additional properties 
of TBE, such as thermal data. The geometry contains 
information about size and shape of an object, an image 
contains information such as colour, and thermal data 
insight into the functionality of an object. A fusion of 
multiple data promises an improved and holistic 
classification of objects, since each part of information 
provides further indications about an object and reduces 
the number of object possibilities.  

A potentially easier to use and more flexible solution 
than a stationary TLS or a conventional MLS, is the 
Microsoft HoloLens 2 (MHL2). The MHL2 is a mobile 
mixed reality (MR) head-mounted system. Its built-in 
sensors already include a depth and a colour (RGB) 
camera to create coloured point clouds. Since the MHL2 
is head-worn, it has the same advantages as MLS in terms 
of flexibility and capturing speeds, compared to TLS. 
Furthermore, with its fully-fledged MR capabilities, it is 
a combined data capturing and MR system and enables 
us to realize the project goals described in section 3 and 
4. In a detailed evaluation we found that the MHL2 
achieves a sufficient accuracy of 2-5 cm, which is 
suitable for the project goals. Additionally, we are 
extending the system with external sensors, such as a 
thermal camera. We attached a FLIR ADK thermal 
camera directly to the MHL2 with a 3D-printed mount 
(Figure 2) and calibrated the system. To incorporate the 
thermal data into point clouds, we developed a mapping 
method, which enables generating point clouds coloured 

with RGB and thermal camera data. 
A prerequisite for fusing data of different sensors is 

that the data must be transformed into a uniform 
coordinate system (co-registration). For example, 
separate point clouds must be registered to each other or 
thermal images must be projected onto the point clouds. 

 

Figure 2. System setup consisting of the MHL2 in 
combination with the FLIR ADK thermal camera  

The registration of point clouds can be achieved using 
methods such as RANSAC [9] or Iterative Closest Point 
(ICP) [10]. These techniques are also used for MLS to 
register point clouds in real-time. For example, using 
visual odometry [11] or plane-based methods as shown 
by Wujanz et al. [12]. Another example of fusing image 
data and other sensor data is shown in Effkemann et al. 
[13]. Furthermore, many manufacturers already offer 
software for the registration process, for example Riegl 
RiSCAN PRO. Initial methods and results to register 
thermal images with a model of the outer shell of a 
building via homogeneous points and project the images 
onto the facades are shown by [14]. Many methods, 
however, require lengthy manual steps by the user. Next 
to constructing a reality capturing system, an important 
goal of the energyTWIN project therefore is the 
development of an automated registration process. 

Key-information for registering point clouds, 
georeferencing data or also for visualizing data in VR and 
AR, are the viewing direction (orientation) and location 
(position), referred to as pose, of the user or more 
specifically the device. Any movement of the user must 
be tracked in real-time, so the pose stays up to date. This 
is referred pose tracking. There are two basic types of 
pose tracking: outside-in and inside-out. In outside-in 
pose tracking, an exterior device, for example attached to 
a wall, observes the device carried by the user to estimate 
its pose. In inside-out pose tracking, the tracking device 
is carried by the user and it observes its surroundings for 
pose estimation. Outdoors, typically, outside-in methods, 
e.g. satellite-based localization systems (GNSS), are used. 
Since GNSS are usually not applicable in covered areas, 
methods based on the radio technologies Ultra-Wideband 
(UWB), Bluetooth or WLAN, as well as on infrared or 
ultrasound, are required for indoor applications [15]. 
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However, these systems need a complex installation. 
Therefore, the project focuses on inside-out methods, 
specifically camera-based or laser-based methods, to 
offer flexibility. In contrast to outside-in, inside-out 
methods do not require external infrastructure. 

A pose requires a reference system, local or global. In 
VR, typically a local coordinate system is used for the 
virtual world, oriented during the setup process of the VR 
equipment. For example, the front facing direction is set, 
so that the user always starts relative to it. In AR, also 
often local coordinate systems are used, for instance 
initialized when the AR system is started. Objects then 
appear relative to the starting pose of the user. Since AR 
is much more linked to the physical world than VR, it is 
beneficial to apply a global coordinate system like World 
Geodetic System 1984 (WGS 84) or another existing 
real-world coordinate system, such as a building 
coordinate system. A common virtual and physical 
coordinate system, such as a building coordinate system, 
enables attaching virtual information to physical 
elements or augmenting these as shown in [16, 17]. 

Therefore, we will realize a method to transform the 
MHL2 from its local coordinate system into a building 
coordinate system and a method to accurately track the 
pose of the MHL2 in the building coordinate system. For 
this, we will use the georeferenced BIM-based 3D 
planning model to register the MHL2 to the building. 
Building parts of the virtual model can be used as a 
reference to find the pose of the user in the physical 
building and then calculate the transformation from the 
local to the building coordinate system. Afterwards, we 
will track the user’s pose relative to the initialization pose 
in the building coordinate system. A promising method 
for this is Simultaneous Localization and Mapping 
(SLAM) [18]. SLAM uses pose information to generate 
a local map (3D point cloud) of the environment. The 
map in turn is employed for pose estimation. Using 
bundle block adjustment, the relative camera poses are 
optimized based on the 3D point cloud to obtain a highly 
accurate local trajectory. For a globally consistent 
trajectory, a loop closure method is applied. Loop closure 
refers to returning to a previously visited location and 
incorporating past pose information into current 
estimates. The most common types of SLAM are camera-
based visual SLAM (V-SLAM) and laser-based light 
detection and ranging (LiDAR)-SLAM. While V-SLAM 
uses corresponding salient points in sequences of 
photographs (feature points) to estimate the motion of the 
physical camera, LiDAR-SLAM uses sequences of 3D 
point clouds. While V-SLAM has more information 
available than LiDAR-SLAM due to the use of cameras, 
it is more susceptible to different lighting conditions. 
This must be taken into account, especially for indoor 
pose tracking in dark rooms. 

4 VR/AR for semantic data enrichment 
In the energyTWIN project, VR and AR are utilized 

to visualize a variety of data, to support the user in 
visually comparing the planned (as-planned/as-designed) 
and the real-world (as-built) situation, in order to correct 
the as-planned model with the detected deviations. 

VR and AR systems differ by the amount of digital 
and real-world content the user is presented with. In VR 
systems, the user can only see digital content and his real-
world location becomes less relevant. In room-scale VR, 
as often possible with modern VR systems, the user is 
able to move around in a virtual environment and interact 
with it by moving in his physical environment with hand-
held controllers or other devices. In an AR system, a large 
part of the visual input consists of the real world which 
the user is surrounded by. The project goal is to develop 
a system, which allows the user to walk through the 
building to commission the different parts of the TBE. 
Therefore, a stationary AR system is not suitable, but a 
mobile one including georeferencing is needed. For a 
mobile georeferenced AR system, three subtasks need to 
be solved: (1) the data needs to be prepared and 
visualized in real-time, (2) the physical world needs to be 
observable and (3) methods need to be implemented to 
combine both worlds.  

For energyTWIN, a two-pronged approach has been 
chosen. In a VR system, the user will be able to interact 
off-site with purely digital content and use combinations 
of data from the as-planned model and the captured point 
cloud data, which represents the as-built situation. In AR, 
the user will be able to overlay selected data in the real-
world on-site and interact with it, for example, the as-
planned model, to visually compare it to the actual built 
situation. As a development framework, we are using 
Unreal Engine (UE). While UE primarily is a framework 
for developing computer games, recent additions like 
interfaces for IFC and point clouds enable the software 
for business and industry applications. In our VR solution, 
the user will have two basic datasets available that form 
the digital world surrounding him: On the one side, the 
as-planned BIM model in the form of geometry 
components from IFC and on the other side, point clouds 
that represent the real-world situation. The user will be 
able to move around by physically moving and by so 
called teleporting. For teleportation, the user aims the 
controller at a point in the virtual space and by pressing a 
button, he is virtually transported to this location. IFC 
elements offer much more information than only the 
geometry. The user will be able to access this information 
via a User Interface (UI) directly in VR (Figure 3).  

The UI consists of a virtual panel attached to the left 
and a laser pointer to the right virtual hand. The 
developed RDS (section 1) is used to filter by criteria 
such as function type of the system. 
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Figure 3. UI in VR 

When a deviation between the as-planned and as-built 
situation is identified, the user can place an issue, using a 
ticket system. Selected from a predefined list, comments 
can be attached to individual components of the IFC 
model. The issues will be exportable using the IFC-based 
standardized BIM Collaboration Format (BCF), to allow 
interoperability between the subsystems of energyTWIN.  

In the AR, the user will be able to visualize the 
planned model (IFC model) on-site and interact with it 
with the MHL2 and its gesture recognition system 
(Figure 4). For possible performance issues with the 
MHL2, a solution involving pixel streaming technologies 
is being tested. With it, heavy processing tasks are 
outsourced to an external computer or cluster and only 
the prerendered images are sent to the MHL2 to be 
displayed. With this AR system, the user will be able to 
capture data only visible on site and will be guided 
through processes such as TBE installation or 
maintenance. 

 
Figure 4. User interaction in AR 

5 AI based methods for element 
recognition and classification 

In the first step, we focus on developing methods for 
the automatic filtering and extraction of features to 
recognize and classify TBE and its topological, 
functional and informational relationships from image-, 
laser- and infrared-based data, to obtain the as-built BIM. 
In a second step, the extracted TBE should be 
automatically compared with the as-planned BIM in 

order to model the objects geometrically and 
semantically. In addition, rule-based methods of clash 
detection are also integrated within this operation to 
detect differences between the models. This process 
allows the as-planned BIM to be upgraded to an as-built 
BIM. A challenge is handling the large data amounts and 
their complexity, since these are hardly manageable 
manually, so that automated methods are indispensable. 
Therefore, we are investigating which approach suits the 
project´s purposes best. 

Today, AI enables analysing large and possibly 
unstructured data sets (big data). Two possible options 
are classical Machine Learning (ML) methods or more 
recently Deep Learning (DL) using artificial neural 
networks (ANN). AI-based methods have already been 
successfully applied to building element reconstruction, 
for example of indoor scenes [19]. In this context, the 
neural networks PointNet [20] and VoxelNet [21] are 
particularly noteworthy, which differ in the way 
geometric features are processed and classified. However, 
modified and refined models such as Voxel-FPN [22] 
have also proven to be effective in detecting objects in 
outdoor and indoor environments. Some models such as 
the MVX-Net [23] also fall back on data from different 
sensors and merge the separate classification results to 
achieve a higher level of accuracy. Another possibility 
for system topology recognition is the classification of 
building technology time series, as described in their 
basic functioning in [24]. While DL can handle large 
amounts of data, its disadvantage is that it also requires 
large amounts of training data and significant training 
time. Furthermore, numerous aspects such as the 
selection of suitable parameters and training features 
must be considered for preventing problems such as 
overfitting of the models. 

To support the AI, we will integrate the as-planned 
BIM into the process. This will allow us to apply existing 
information to the algorithms (knowledge-based). Next 
to the knowledge-based solution, we will also realize a 
geometry-based method without prior knowledge, to 
analyse the data based on geometrical properties. As a 
third option, we will implement a DL-based solution. 
Finally, all solutions will be compared, and the most 
suitable solution for the task will be identified. 

The knowledge-based approach is characterized by 
the fact that the as-planned BIM acts as a reference in the 
analysis of the captured point cloud data. A prerequisite 
is a point cloud sampled from the as-planned BIM [25]. 
To generate such an as-planned point cloud, a ray-casting 
algorithm will be utilized. Furthermore, the captured 
point cloud will be segmented object-wise by deriving a 
bounding box from the corresponding objects from the 
as-planned BIM and transferring it to the as-built point 
cloud to cut out an object-specific point cloud. Therefore, 
a registration of the as-planned BIM and the captured 
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point cloud must be realized first, so that both are in a 
common spatial coordinate system. Following this 
process, certain object data can be transferred directly 
from the as-planned to the as-built BIM model. To 
investigate the relative position of the objects, an 
approach of a two-stage co-registration with coarse and 
fine positioning will be investigated using known 
techniques of geometric hashing [26], RANSAC [27] and 
(modified) iterative closest point (ICP) algorithms [28-
30]. On the other hand, the method presented in [31] for 
the as-built modelling of cylindrical objects using a 
Hough Transformation will be investigated on its 
application potential for the described project goal. 

For the geometry-based approaches, the detection of 
corners and edges via the investigation of local point 
densities and neighbourhood relationships [32] or the 
skeletonization of object representations in the as-built 
point cloud [33] will be analysed. 

In terms of a DL-based approach, existing methods 
for point cloud semantic and instance segmentation [34-
36] will be evaluated, further customized and advanced 
to better deal with the particular challenges of TBE. 

6 Cloud-based system for data provision 
and failure diagnostics 

The central element of the energyTWIN system 
architecture is the content server, which stores the BIM 
model, initially in the planning state, in the form of 
geometric IFC data of the building and its TBE (Figure 
5). Each object of the TBE is uniquely described and 
locally identifiable via a link to its id in the RDS (see 
section 2). 

 
Figure 5. Concept of the cloud infrastructure 

The data provided by the project partners, such as 
topological data, point clouds from laser scanning 
systems, camera images in the RGB and infrared range, 
as well as continuous operating data from the field, are 
not directly stored on the content server, but are held in 
separate cloud-based systems, each with their own query 
interfaces. The content server queries these data sources 
as needed and makes the results available to the user in 
real time in the context of the BIM model and its RDS. 

For this purpose, the content server in turn provides an 
interface, so that clients, such as web-interfaces or 
smartphone apps, can be connected and all collected data 
is visualized, easily comparable and always available. 

In this way, the commissioning of the TBE is 
optimized. Deviations from the planning status, which 
result from the evaluation of scan and photo data, are 
documented via a ticket system connected to the content 
server, with the aim of correcting the as-planned model 
and, thus, creating a valid modified BIM model that 
corresponds to the actual conditions. 

In the finished model, the sensors located in the field, 
such as temperature or pressure sensors, are then 
displayed at the topologically correct location throughout 
the entire operating time of the building, and the 
operating data provided by the sensors can be easily 
queried at any time, which greatly facilitates both fault 
diagnostics and maintenance. Should maintenance and 
other tasks become necessary in the future, planning and 
preparations can be made by combining scans, 3D views 
and continuous field data with the digital twin, to 
significantly reduce the number of necessary on-site 
visits. 

7 Evaluation and Demonstration  
All the developed methods and the results are 

evaluated throughout this project. For this purpose, 
various demonstrators are being set up for testing the 
relevance of the developed methods in practice. A small-
scale demonstrator (Figure 6) was set up on-site, 
including several technical installations for a drinking 
water system.  

 
Figure 6. Point cloud (NavVis VLX) of the 
ViegaCUBE (Viega GmbH & Co. KG) 

This is used for all the partners to exploit synergies 
and to test the already linked work progress. The 
demonstrator was already put into operation and a first 
digital twin of it was created. To create the twin, the 
NavVis mobile mapping system VLX and the terrestrial 
laser scanner Riegl VZ400 were used as reference 
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systems, next to the MHL2. First evaluations show that 
an accuracy of 1-3 cm can be expected from the MHL2, 
therefore, on a level with dedicated MLS systems. 
Further, more detailed evaluations will follow later in the 
project. On the one hand, the digital twin is represented 
through a point cloud. On the other, the NavVis software 
offers a web-based viewer, with built-in panorama, point 
cloud views, and the possibility of creating points of 
interest. It is used by the project partners to collaborate 
on the digital twin. 

After testing the developed processes on a small-
scaled system and evaluating the techniques and methods, 
they will be evaluated based on their applicability and 
relevance and subsequently changed or improved. The 
next step is the preparation of a large-scale demonstrator 
for further testing and evaluating. Therefore, the 
associated project partner provides a new constructed 
office building in Koblenz, Germany. The evaluated 
methods in the demonstrators provide insights into the 
accuracy of the applied methodology of the overall 
project and can, when considered, improve the overall 
accuracy. 

8 Conclusions and Outlook 
Within this paper we presented first results of our 

research. Technologies like indoor positioning, VR/AR, 
and various sensors (laser scanning, infrared etc.) and 
mobile devices (MHL2) are combined for data capturing. 
AI based methods will be used for object element 
classification and comparison to the as-planned model as 
well as for detecting and analyzing topological and 
functional relationships in TBE. A cloud-based system 
provides and exchanges the data on-site. RDS are used 
for unique building and TBE element identification. Only 
the combination of all these technologies enables enough 
knowledge about deviations between the BIM-planned 
TBE and its actual commissioning, so that the as-planned 
BIM model can be updated to the actual, built situation, 
and subsequently used for optimization of TBE. This 
promises an improved commissioning for increasing 
energy efficiency in the building’s operation phase.  

Future research will focus on increasing the accuracy 
of the capturing system which also involves increasing 
the pose tracking accuracy. Further improvements will 
involve increasing the automation level, for example, the 
AI-based segmentation and classification of TBE, also 
for complex elements. 
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Abstract 
Sharing building data or building models still 

represents a problem within design practices in the 
architecture, engineering and construction industry. 
Additionally, digitalization, automation or 
traceability of processes face numerous workflows 
and changing stakeholder constellations, with 
multiple software tools escaping the scopes of 
common data environments or similar digital 
solutions. Vague standardization regarding data and 
processes hinders data management technologies 
from overcoming the design phase digitalization 
issues. While many central solutions still deal with 
closed data due to many proprietary tools for domain-
specific tasks, each building project requires an inter-
domain collaboration. Open solutions to holistically 
manage projects still lack functionality, even though 
some existing tools support central data management 
and process automation. This research investigates 
data management using popular data exchange 
formats for coupling with blockchain technology. It 
establishes a system that can support processes with 
smart contracts and reference building elements, 
herewith addressing the question: How to manage 
data on the building element scale to allow for 
processes defined with smart contracts and 
blockchain technology? The resulting system 
architecture combines Revit as user-local storage and 
Speckle as an open CDE. Furthermore, it uses the 
Baseline Protocol for data exchange and as a common 
point of reference. While data exchange happens off-
chain, cryptographic hashes of data are stored on the 
blockchain to form a single point of reference for 
process states and all previous versions, creating 
process chains and allowing data traceability. Data 
tracing is an essential requirement for building 
projects, still commonly realized in analog form in 
practice. This research presents mechanisms for 
blockchain-based data tracing on a level of 
granularity required for design processes. 

Keywords – 
Blockchain; Baseline; CDE; BIM; design 

workflow 

1 Introduction 
The building design process is characterized by 

numerous stakeholders contributing to the design of a 
single real-world product. However, such a single real-
world product is not reflected on a single data repository 
due to several reasons: models differ between domains, 
domain-specific models are proprietary, the data 
exchange process is burdened with difficulties, data 
ownership is not regulated, existing platforms exclude 
some stakeholders or software tools, to mention a few. 
Although ISO standard 19650 [1] suggests using a 
common data environment (CDE) for the building design 
process, it does not specify how it should be used and 
hence differs between projects across the AEC industry. 
The realization of CDE products is not standardized, and 
the products provide various functions and solutions [2]. 
Besides all the problems existing in the data management 
of a building project, blockchain (BC) is evermore 
present in all the phases of the building life cycle [3]. The 
visionary advantages of distributed ledger technologies 
might be suitable for resolving the AEC industry’s 
communication issues [4]. Therefore, we aim to improve 
the design process with BC technology. The BC concept 
for the design phase that we propose allows for better 
transparency, traceability and data reliability. It can 
improve the communication between stakeholders with 
limited trust and individual data management systems 
(DMS). Building data as the main product of the design 
phase and additional necessary information must be 
adequately integrated with the BC concept and further 
made available in a form suitable for generating added 
value facilitated by the new technology. However, data 
required for this purpose has not yet been structured to 
relate it to BC; even for integrated planning, it has not 
been organized in a suitable way and on a sufficient level 
of granularity. Therefore, this paper aims to investigate 
the organization of information and documents and its 
appropriateness for the design process with BC. The BC-
supported design phase framework needs a critical 
survey of DMSs. 

DMSs considered in this research are: 
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• a communication platform using documents
represented as data files

• a server using IFC standard, which manages data on
an object scale

• an existing CDE solution and corresponding data
management

• a previously developed solution for data exchange
between architectural design and structural analysis
using a database MongoDB for storage

These DMSs will be the center of the investigation. 
We focus on the usefulness and usability of their data 
organization strategies regarding their integration with a 
BC solution realized through the Baseline Protocol in the 
building design process. The following section reviews 
the existing literature regarding the BIM-based design 
process, DMSs and versioning, and already recognized 
relations to BC technology. The methodology used to test 
the data management solutions is presented in Section 3; 
findings are presented in Section 4 and the system 
prototype demonstrated in Section 5. 

2 Literature review 
The literature review briefly addresses three topics 

that are relevant for this research:  

• Design processes – described as analog, workflows
are heterogeneous and in practice rarely automated

• DMSs and versioning – isolated solutions provided
for specific practices, where proposed solutions do
not form a technological ecosystem for inclusion of
all domains

• BC – popular in recent years, has not yet reached a
useful solution for broader use, problems and
benefits in the construction sector need further
exploration.

2.1 BIM-based Design Process 
BIM is considered to be a “use of a shared digital 

representation of a built asset to facilitate design, 
construction and operation processes to form a reliable 
basis for decisions” [1]. A built asset is of interest to 
many stakeholders throughout all stages of its lifecycle. 
These stakeholders often have different interests and 
accordingly use domain-specific representations of an 
asset. They may not even use building models which 
involve building geometry and may solely use alpha-
numeric data [2]. Three ways of achieving model-based 
collaboration are recognized [6]: through separate BIM 
models, through separate BIM models with an 
aggregated model, and a single BIM model.  

Apart from these technology-related issues, BIM 
contractual arrangements concerning collaboration 
among stakeholders need to be taken into consideration 

[7]. A high-level design process structuring [8], [9] 
serves well for establishing contractual relations between 
the stakeholders, but mostly between hierarchically 
separated actors. Stakeholders constitute a loosely-
coupled system in the most common case [10], [11] 
where multiple companies cooperate on a single project, 
based on contractual models arranging their relations. 
Nevertheless, communication between domain-specific 
planners is not contractually regulated [12], and results in 
numerous workflows across the industry. Patterns can be 
recognized between these activities [13], supporting 
possibilities for standardization. Attempts to standardize 
a BIM-based design process originating from the project 
management domain are based on traditional workflows 
and do not result in an automatable standard (e.g., [14]). 
Processes for cost estimation can be investigated through 
logs [15], which is software-specific and does not show 
the processes which stand in relation with other 
stakeholders (communication processes). Such processes 
are generally underinvestigated, present a research gap 
[16] and a requirement for workflow automation. Design
workflows, and herein communication processes have
the potential to be supported through Smart Contracts –
i.e. decentralized computer protocols that autonomously,
self-execute predefined tasks [17], fostering simplified,
interdisciplinary processing of design tasks [18].

The research stemming from the project BIMd.sign 
[19] describes three scenarios in the design phase for the
use realization of smart contracts. Such scenarios will
represent the point of departure for this research due to
the lack of documented and standardized communication
processes between the stakeholders, and the scenarios
will be more closely explained in the methodology
section.

2.2 DMSs and Versioning 
Workflows are heterogeneous, not sufficiently 

documented, and not automated. However, some 
technological solutions for collaboration exist on the 
market which respond to a certain amount to the 
stakeholders’ requirements. These stakeholders generate, 
edit and use digital assets in the design phase and 
materialize them as physical assets in the construction 
phase. The design phase is focused primarily on digital 
assets and therefore has potential for digitalization of 
processes, but its complexity is challenging to keep under 
control. A CDE [1] recommends four kinds of folders or 
document containers for digital assets: work-in-progress, 
shared, published, and archived, describing their state. 
Using a teleconferencing system to support collaboration 
is proposed in [6], yet using a single proprietary software 
tool to realize the communication. The authors suggest 
several communication patterns, including one-to-one, 
one-to-many, many-to-one, and many-to-many, 
depending on how the model is accessed, edited, and 
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shared across the participants. Authorization regarding 
model access is a complex topic in the AEC industry. It 
is most often object-based, depending on the building 
elements of interest, the domain, and the required task in 
the domain [20]. Therefore, granting access to an entire 
model or document might not be desired, especially in 
the case of a complex building model and design team 
constellation. Merging fragmented models or data is 
required for domain-specific processes, as all domains 
direct the information towards a single resulting product 
[6]. The design of a building is frequently updated, and 
documents and models display numerous versions 
throughout the workflow. Designs change on the object 
scale, but the technical difficulties in managing the 
changes on the object scale result in redundantly 
exchanging models or documents even in the cases of 
modification of only a few building elements. Four 
methods can be used to compare building models for 
design changes [21]: matching-first, comparison-first, 
hash-code-accelerated and quick hash-code-accelerated. 
The methods provide different algorithms to compare 
data, and the comparison accelerated with the hash code 
shows the most promising results. This approach 
however does not consider multiple software tools and 
the small and middle-sized enterprises (SME) involved 
in projects, which prevail in the AEC industry. 
Difficulties in addressing classifications and data 
structures remain, making such approaches much more 
challenging to implement. The focus of [22] is on the 
algorithm-based design including systems such as Git, a 
standard solution for coordinating software tool 
development. There are two types of version control 
systems: centralized and distributed. Both are relevant for 
the BIM-based design process, and as discussed in [22], 
the centralized systems may be suitable for smaller 
projects, while the distributed ones are suitable for the 
larger ones. Their work is a significant contribution to the 
version control during the design process; however, it 
only considers designers in the process and not a 
complete BIM environment which may display 
additional challenges. The algorithmic design does not 
correspond to BIM data management due to a core 
difference between code-based and object-based data 
management. Although [22] present an algorithmic 
design oriented towards BIM (and named A-BIM), the 
relation with BIM lacks clarity.  

Automatic versioning of industry foundation classes 
(IFC) exports, building models defined with the open IFC 
standard on the object scale, is investigated in [20]. 
Differences between IFC models are detected in [23], 
naming them semantic differential transactions (SDT) to 
record only changed information compared with the base 
model. These SDT models are referenced with BC to 
avoid the redundant storing of building models. The 
authors use IFC models, with all their shortcomings 

recognized in the literature [24]. Their work significantly 
improves how the models are referenced, reducing the 
size of model versions and giving a basic idea of a BC 
connection. Still, versioning does not meet the designer 
requirements described in [21]. Another investigated 
versioning solution is the ontological representation of 
building models. Difficulties in assigning unique and 
stable identities to the numerous anonymous nodes 
corresponding to a Resource Description Framework 
(RDF) representation of IFC building models are 
recognized [25]. Although oriented towards the technical 
implementation of IFC identifiers, the issue of erroneous 
exports from heterogeneous software environments 
towards the open schema [24] is not widely discussed in 
[25]. Numerous concepts of building data management 
exist, differing by the ability of technology to record the 
information of a built asset. Various efforts to analyze 
and enhance management and versioning of building data 
can be found, however the ones supporting existing 
design processes with BC are missing. Therefore, this 
work considers multiple DMSs to find a suitable answer 
to the requirements of a BC-supported design workflow. 

2.3 BC in the Design Phase 
BC represents a distributed ledger technology that 

may facilitate the exchange of assets without a trusted 
third party, such as its use for cryptocurrencies. Research 
on using BC in the AEC industry is mostly not focused 
on the design but on the construction phase, where a 
significant amount of monetary exchange occurs [26], 
[27]. Using BC to support communication between 
stakeholders is still not sufficiently investigated. One of 
the papers focusing on communication involving digital 
information is [12], emphasizing the benefits of BC as a 
supplementary technology for improving design liability. 
The work is well appreciated for pursuing BC use in the 
design phase, but it simplifies data management and 
workflow heterogeneity. Workflow complexity 
represents a severe obstacle in communication processes, 
and improving communication flows is also a motivation 
for the use of BC. A framework for the design phase 
which uses BC is developed in [23]. To avoid 
information redundancy, the authors consider only 
design changes and store their reference using BC. They 
recognize problems with object IDs which are also 
recognized and thoroughly investigated in [25].  

Although not explicitly dealing with BC 
implementations, information such as actor, timestamp, 
entity name, element ID, type of activity, and name of the 
modified attribute is recorded in [20] as relevant for the 
transactions. In their work, the authors use Autodesk 
Revit, and in that way, problems existing with various 
IDs and data management problems occurring with 
multiple tools vanish. 

In this research, the Baseline Protocol standard is 
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used to implement a system on the BC side, defining a 
framework for data and workflow synchronization called 
Baseline Protocol Implementation (BPI). Baseline is an 
emerging industry standard initiated by the Enterprise 
Ethereum Alliance (EEA), an association of leading 
organizations from different industries with the aim to 
drive the use of Ethereum. It defines a way to 
communicate on the inter-organizational scale by 
assuring communication correctness and verifiability 
using BC technologies. While data exchange is facilitated 
off-chain, meaning without a BC, smart contracts store 
cryptographic references and verify the correctness of the 
exchanged data. In this way, data is kept private between 
the interacting organizations, which is an important 
aspect not addressed in other solutions. [28]. 

3 Methodology 
This research employs a qualitative analysis of data 

organization strategies of existing DMSs. The systems to 
be analyzed result from the investigation of the existing 
literature in Section 2.2. Several data management 
approaches exist, and this research aims at investigating 
different system types, so the following four DMSs are 
considered: a) file-based platform with the exchange of 
building-related information through a document 
exchange, b) IFC-object-based server, c) CDE solution 
Speckle, d) MongoDB system developed for the 
exchange between architectural design and structural 
analysis models.  

Data management approaches can be modified to a 
certain degree if necessary. The novel proposals aim at 
providing recommendations for the overall system, 
serving other prototype systems and supporting different 
scenarios. This work seeks to interrelate and analyze the 
four existing DMSs - a document base platform, IFC 
server, Speckle, and MongoDB system - to realize an 
optimized design process with a BC system delivered 
with Baseline Protocol. As a result, a traditional planning 
process will be modified for adoption into the interrelated 
systems. 

Our methodology incorporates two systems, BC-
supported communication and shared data management, 
which will be assessed for their mutual performance in 
parallel with their suitability to support the design 
process (Figure 1). The goal here is to investigate the 
appropriateness of systems to facilitate traceability of 
shared building representation changes.  

The design process might change with new 
technologies emerging [29], [30], [31]. However, as a 
starting point, an existing building design process will be 
considered, herein attributed as traditional, although we 
investigate a process using BIM authoring tools. 
Heterogeneity of workflows, numerous stakeholders, and 
non-standardized processes make it challenging to cover 

a whole design process [33], [32]. Therefore, we use 
planning scenarios from [19] as a base for system testing. 

Figure 1. Methodology overview 

The scenarios in [19] are described as follows: 

1. a typical conceptual design scenario, with an
investor, a general planer and a domain-specific
planner executing tasks of creating a new design.
After the generation of a new design, instructed by
the investor, through the general planner to the
domain-specific planner, it requires approval by the
general planner and finally the investor.

2. scenario involving two domain-specific planners,
where a structural building element is changed and
sent by an architect for approval to a structural
engineer. It involves communication on the
building-element level.

3. cost calculation involving a general planner, a BIM
manager, as well as a cost department employee
with other domain-specific planners. The request
originating from the general planner, is further
concretized by the BIM manger. The BIM manager
indicates required parameters and data for the
domain-specific planners so the cost calculation
would be optimized. With updated models, the cost
department provides the calculations, which are
subsequently approved by each domain-specific
planer and finally the general planner.

In our methodology, the task-technology fit (TTF) 
model relates the building design process with system 
architecture. TTF is defined as the degree to which 
technology assists an individual in performing their tasks 
[34]. We identify eleven focus requirements that will 
subsequently be relevant as BC-supported information 
from scenarios described in [19]. The scenario analysis 
identifies a digitalization potential in each step of three 
scenarios, and identifies which data is required for each 
particular step. The requirements are investigated within 
four DMSs in combination with BC technology. This 
method, called the Software Architecture Analysis 
Method (SAAM) [35], tests multiple systems for their 
performance based on the scenarios. After testing the 
appropriateness of system architecture, we pursued 
implementing a system involving various technologies, 
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which is described in Section 5. 

4 Results 
The evaluated design phase tasks are not entirely 

digitalized in the existing systems, although BC and 
various DMSs offer a spectrum of possibilities. Tasks are 
defined with the help of the literature review [12], [19], 
[35], [36], [37], [38] and serve as a filter for a detailed 
listing of requirements from the scenario analysis. The 
technology combination of BC and DMS could facilitate 
the following tasks: 

• Allow digital assignment of tasks in the design 
phase 

• Partially automate the assignment of tasks 
• Authorize actors for activities 
• Map performed activities on an independent storage 
• Automatically report a performed activity 
• Relate activities to a corresponding asset 
• Guarantee the communicated asset based on its 

content 
• Address assets on document (file) and building 

element (object) level 
• Validate activity based on predefined rules 

The listed tasks would significantly improve the 
design workflows if realized with any or both 
technologies. Already the systematic digitalization of 
processes enables further features like data analysis, 
which is currently not widely available in the AEC 
industry. However, new challenges will occur with the 
realization, and would need to be addressed over time. 
These are: more extensive energy requirements, 
expensive transactions, safety and security of 
information, rigidness of predefined methods, user-
friendly interventions, scalability [3]. These challenges 
open new possibilities for numerous business models in 
the AEC industry. 

With a SAAM method, three scenarios investigated 
in [19] delivered eleven requirements for the BC-
supported design as conceptualized in [39] and 
requirements derived using TTF. Table 1 lists these 
requirements, and although a system architecture could 
be realized with each of the listed solutions after 
capturing the missing information in an alternative way, 
the table demonstrates the readiness of the DMSs towards 
the BC implementation. If a requirement is supported it 
means that the analyzed system in its existing form 
captures the needed information or provides a way to 
perform a specific activity. This does not mean that it is 
tested with various workflows and can correctly support 
all BIM models, but that the DMS has that functionality 
in its current conception, as described by the producers, 
answered by the users or by analyzing the DMS itself. 

 

Table 1. Requirements for BC-supported communication 
(y–yes, n–no, p-partly) 

Requirement Fi
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Sender information y y y y 
Receiver information y y y y 
Relation between an asset and an 
actor y y y y 

Validation of assets on file level y n n y 
Validation of assets on object level n y y y 
Authorization of an asset as file y n n y 
Authorization of an asset on object 
level n y p p 

Relation between activities (logs) p y y y 
Report on performed activity 
(event) 

y y y y 

Relation of activity and asset on the 
object level 

n y y y 

Validation of activity and asset on 
the object level 

n n n n 

Table 1 shows that a large part of the required 
information is or can be easily recorded in a certain form 
on diverse DMS platforms. However, none of the 
examined solutions provides a fully suitable scope of 
information. Additional information could be extracted 
with each solution with greater effort. An advantage is, 
however, recognized in open-source solutions, since the 
additional interventions are easily accessible. Therefore, 
a prototype system is further developed and 
demonstrated with Speckle CDE, an open-source 
development DMS, providing similar concepts for 
exchanging building data as does Git for software 
development. The next section demonstrates the 
prototype on the BC side, and its integration with Speckle. 

5 Prototype Demonstration 
We chose Ethereum as the preferred BC for our BPI 

as it is currently the most widely used BC that offers 
general computation. The ecosystem around Ethereum 
also provides sufficient additional software components, 
allowing an integration with various already existing 
systems and software libraries. Ethereum furthermore 
supports assigning addresses to actors, references 
external data with hashes, and is more generally suitable 
to be used by a Baseline compliant process. However, 
considering the constantly high transaction fees on 
Ethereum Mainnet, it has to be mentioned that this 
approach is currently not sustainable when used in 
practice. Improvements for using Ethereum on so-called 
2nd layer networks, which accomplish a similar level of 
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security derived from Ethereum itself, are currently in 
development and should be available soon [40]. These 
solutions provide much lower transaction fees by 
batching transactions together and are thus more 
applicable. 

Our proposed BPI uses the Speckle API to implement 
the functionalities which are necessary for the design 
process. This system architecture is shown in Figure 2. 

Figure 2. System architecture involving Speckle and BC 

The system architecture connects existing systems of 
record (like a CDE) of each participant involved in the 
design process with the newly developed Baseline 
service. The Baseline service manages the data exchange 
between organizations. Also, it connects to the BC, 
where privacy-preserving proofs about the current state 
of both shared data objects and the overall process get 
stored. Interaction between the CDE, novel Baseline 
service, and the end-user is organized via a WebUI, 
which offers an intuitive possibility to follow the design 
process step-by-step (Figure 3). The WebUI thus 
abstracts technical details about the BC integration and 
the Baseline protocol. The novel Baseline service is 
furthermore able to automatically generate e-mails if 

required in specific process steps, e.g., to remind actors 
that tasks like the rework of a building element are 
needed. The e-mail service can also be used as an easy 
way to "trigger" process steps by providing data required 
within a specific process step. The data enters the system 
in the form of documents sent by the actor as an 
attachment. The Speckle Revit plugin provides an 
additional interface for BIM models and related data. 
Additional interfaces to the Baseline service can integrate 
other tools with little effort for different domains. This is 
especially important as AEC practitioners do not accept 
well overhead activities. 

6 Discussion & Conclusion 
The results demonstrate in which amount the tested 

DMS solutions are ready for implementation with BC. 
None of the current DMS solutions was entirely suitable 
for BC employment. This means, a significant effort is 
required for the adaptation of existing solutions to the 
novel technology, and the expansion of scope of the 
captured information for facilitating the expected tasks, 
ultimately generating novel technology advantages. In 
this research, the work was pursued with Speckle CDE, 
hence, giving preference to an open source solution, 
actively developed at the moment. Testing all four DMS 
solutions requires advancements of each and eventually 
integration with the BC system, which was not within the 
scope of this work. 

The newly developed tool integrates BC and Speckle. 
The prototype is able to support basic design 
communication, including the model based and e-mail-
based communication. The hardest problem for the wider 
use of the novel tool are numerous activities and 
interfaces with native tools that need to be correctly 
defined in advance. Only the predefined SCs and the 
correct communication with native design and analysis 
tools can be tested for wider application and brought to 
the end users.  

Figure 3 Screenshots of user interface in web browser connecting Baseline with Speckle: assignment of a new task 
(left) and model viewer (right) 
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This work demonstrates the use of BC and DMS to 
support existing design workflows in the AEC industry. 
Both technologies are used in a more advanced manner 
than found in practice. Existing research focuses on one 
or another technology in improving the AEC practices. 
In this research, both technologies’ visionary 
implementations integrate to complement each-others 
features. Problems in the AEC industry are multifold, 
commonly grouped as people, process and technology 
problems [40]. Our work primarily addresses process and 
technology problems, and problems related to people are 
not within the scope. However, the proposed solution 
aims to minimize the overhead of design stakeholders’ 
involvement and the influence on the existing workflows. 
Novel technologies are incorporated into current tools 
and provide additional value by capturing existing 
information in a suitable form. Merging the potentials of 
BC and DMS in a single system brings advantages such 
as verifiability, compliance, traceability, liability and 
indirectly even standardization. The recorded 
information further facilitates new processes and data 
analysis, which is currently lacking on the industry scale. 
This continuously improves the design process with the 
help of digital tools. 

The main limitation of the research is the still limited 
applicability of the approach due to the low digitalization 
of the industry as a whole. DMS solutions employed for 
communication between stakeholders are used between 
domains in intra-firm workflows, with high level of trust, 
meaning that trust between the parties is higher than in 
inter-firm workflows. Using BC could increase the level 
of confidence in this area. However, bringing two 
technologies together might need a paradigm shift that 
could be difficult to realize, requiring a change of 
mindset of professionals [3]. Exploring novel business 
models attached to the proposal is necessary to document 
benefits for early adopters, thus motivating its 
implementation. 

The following steps in the research involve primarily 
linking the demonstrated system directly with design 
tools. More scenarios will be integrated and tested, and 
the system will be adapted accordingly. The system 
needs to be verified; it is planned to provide end users 
with the extensions of existing tools, extract the 
generated knowledge, and demonstrate its use for 
increasing planning liability with BC. Aspects of 
securely managing digital objects could also be covered 
with non-fungible tokens (NFT) and BC, but it requires 
further investigation. Object-based use of DMS and 
process mapping in a digital form opens numerous 
opportunities for further improvement of the design 
process to deliver better performing buildings in the 
future. This research represents an essential initial step in 
the direction of object-based DMS and BC integrated 
solutions. 
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Abstract – 

Digital technologies are taking place in all spheres 
of the society and affecting every business sector 
including the construction industry. As a key player 
of the industry, local government in New Zealand 
invests in numerous digitalised Asset Management 
Information Systems (AMIS) in order to efficiently 
and effectively manage its infrastructure assets that 
are critical to the local economy and social wellbeing. 
However, the silo nature of the organisational 
operations and proprietary constraints of AMIS have 
created challenges to the system’s interoperability 
and asset information sharing. Recognised as a key 
driver behind digital transformation in the industry, 
BIM has the potential to provide a holistic solution to 
system integration and fundamentally change the 
current asset management practices. Based on a tree-
pillared framework observed in the existing studies, 
where the three key aspects, i.e., business models, 
operational processes, and end-user experience are 
used as a development roadmap, this study creates a 
BIM-based digital platform, namely the Asset 
Management Common Data Environment (AMCDE) 
model that can integrate multiple systems to improve 
AM process interoperability and data sharing. Using 
a case study of a BIM implementation project carried 
out by a local government in New Zealand, this study 
demonstrates the development and validation of the 
AMCDE model. The novel BIM use presented in the 
study contributes empirical evidence in addressing 
the sector’s siloed manner of business operations, as 
well as sets the foundation for future studies in local 
government’s digital transformation such as 
developing the true asset Digital Twins. 

 
Keywords – Asset Management Information System; 
BIM; Digital Transformation; Common Data 
Environment; Local Government 

1 Introduction 
The advent of digital technology has dramatically 

changed routines and practices in most areas of human 

activities. Digital technologies bring about “disruption” 
in the marketplaces where businesses operate [1]. To 
enable business agility and changing the way people 
work in order to optimise business performance to stay 
competitive, companies have undertaken transformation 
through adopting digital technologies that provide the 
game-changing opportunities and reduce existential 
threats to business [2]. Subsequently, digital 
transformation is generally taking place in all spheres of 
the society and affecting every business sector [3]. These 
transformations have had an impact to enable major 
business improvements by enhancing customer 
experience, streamlining operations or creating new 
business models [4, 5].  

While technological innovation and disruption is 
nothing new, it is widely accepted that the increasingly 
pervasive nature of technology disruptions and the pace 
of change will create significant opportunities for 
countries like New Zealand to achieve a productive, 
sustainable, and inclusive economy [6]. Consequently, as 
one of the country’s largest infrastructure asset owners 
and the biggest client of the construction industry, New 
Zealand local government plays a key role in 
transforming the traditional business models into 
digitalised forms. Asset managers are increasingly 
turning to ‘digital’ to help deal with the complexity and 
multi-disciplinary nature of the infrastructure asset 
management. In particular, the local government sector 
invests in numerous computerised Asset Management 
Information Systems (AMIS) such as Computer Aided 
Maintenance Management (CAMM), in order to support 
their infrastructure asset operations and management 
decision-making. However, the segmental nature of the 
organisational operations and proprietary constraints of 
AMIS have resulted in multiple information systems 
being sourced and operated in different locations across 
the whole organisation in a silo fashion [7]. 

In recent years, the emergence of Building 
Information Modelling (BIM) has made dramatic 
changes in the design, construction, and operation 
processes of buildings and other physical assets [8]. BIM 
has been envisaged uses in each stage of an asset’s 
lifecycle management [9, 10]. The diffusion of BIM 
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technology has transformed the construction industry 
towards more digitalised operation environment; 
therefore, it is not a question of “if”, but rather “when” 
and “how” to adopt and implement BIM in asset 
management practices. Despite the urgency that 
practitioners and researchers present to the industry on 
taking the digital transformation journey through BIM 
adoption, however the adoption rate is low where BIM 
use in asset management practices is absent from both the 
industry practices and research with few studies showing 
the “how”. Apart from the various barriers and obstacles 
such as cultural, organisational, and lack of real cases 
[11], the missing of a strategic transformation roadmap 
also contributes to the slow transformation pace.  

In past years, various studies have contributed to the 
theoretical and practical knowledge base in the domain 
of digital transformation. For example, Fitzgerald, et al. 
[5], Westerman, et al. [12] argue that digital 
transformation is more than just a technological shift [4]. 
Instead, the transformation affects every aspect of an 
organization, from the business models, operational 
processes, to the user experience. The transformation 
building blocks or the “three pillars” as described by [12], 
are identified as the vital motivational factors for digital 
transformation [8], thus providing a strategic roadmap for 
those organisations that plan to take the transformation 
journey. On the other hand, the existing studies have 
largely focused on the enterprises or businesses where 
customer satisfaction, market demand, and business 
competitiveness are identified as the key drives for 
technologies adoption, while studies of digital 
transformation in none profit driven organisations such 
as the local governments are limited and the research in 
asset management is even rarer. In addition, although the 
digital transformation has entailed a wide range form of 
technologies including, Cloud, Internet-of-Things (IoT), 
Blockchain (BC), Artificial Intelligence (AI), and 
Machine Learning (ML), which constitute a bulk of what 
is being adopted by organisations as part of their 
innovation effort, yet technologies with specialties such 
as AMIS and BIM lack for research in the realisation of 
transformation projects, thus requiring particular 
attention.  

By examining the existing studies and applying the 
established theories and concepts, this study intends to 
explore the opportunity for BIM use in asset management 
and discuss how digitally transform the current 
management models and process to improve AMIS 
interoperability and data sharing. Using the three-pillar 
transformation concept, this study aims to 1) develop a 
planning model built on a digital platform as the single 
information source; 2) create a BIM-enabled asset 
management common data environment (AMCDE) to 
integrate the existing planning process and AMIS, and 3) 
to develop an end-user friendly interface within the 

AMCDE to support information access, analysis, and 
decision-making. The development process and research 
findings are validated through a case study of a BIM 
implementation project undertaken by a New Zealand 
local council. In addition to providing a much-needed 
real project case, which is limited and incomplete in the 
current BIM/AM studies, this research contributes to the 
industry’s digital transformation in particular the 
adoption of BIM by integrating multiple systems that are 
commonly implemented independently and operated in a 
silo fashion, thus creating a new business model by 
digitalising and integrating the existing asset 
management processes and multiple AMIS deployed 
across the organisation. The AMCDE model is fully 
scalable to further include a wider range of digital 
technologies, such as CAMM, BMS, and IoT 
applications, that can be used to develop a true asset 
Digital Twin operation environment, thus helping the 
organisation achieve the full scope of digital 
transformation. 

2 Background 
Local governments and other public entities 

worldwide play an important role in taking stewardship 
and custodianship responsibilities of public infrastructure 
assets that are fundamental to the local economy [7]. 
Their responsibilities have also been reinforced further to 
promote the local communities’ well-being beyond the 
economic aspect by satisfying social, environmental and 
cultural requirements. Collectively, local governments in 
New Zealand owned $123.4 billion worth of the built 
assets and had an annual operating expenditure of $10.3 
billion in 2018 alone [13]. Among those assets, the public 
building and community facility assets accounted for 9% 
of the total capital expenditure. The public buildings and 
community facilities, defined as the “social 
infrastructure”, form part of the ecosystem of the overall 
construction industry, which constituted 13% of the 
global GDP [14], is ranked the largest industry in the 
world. Consequently, adopting a systematic and 
structured approach helps asset owners manage these 
public assets more efficiently and effectively.  

In the past 20 years, the concept and best practices of 
asset management have been widely adopted in the local 
government sector in New Zealand and other developed 
countries. In particular, long-term lifecycle planning has 
been recognised as one the key asset management 
principles to support a resilient and sustainable built 
environment. Furthermore, with the long-term 
uncertainties, asset lifecycle planning becomes 
increasingly complex and sophisticated. Thus it requires 
the right asset information and tools to enable asset 
managers to make the right decisions, at the right times, 
and for the right reasons [15]. Subsequently, local 
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governments are obligated to adopt and implement 
digital technologies such as a AMIS to support decision 
making [7].  

2.1 Asset Management Information Systems 
(AMIS) 

An AMIS is a computer-based system which is 
designed to assist the user for the asset management 
function [16]. It is a combination of process, data, 
software, and hardware applied to provide the essential 
outputs for effective asset management [15]. Most asset 
intensive organisations such as the local government that 
own or operate buildings or facilities in long term have a 
significant existing portfolio, thus it requires some forms 
of AMIS to manage the FM/AM information. The 
purpose of implementing an AMIS is to enable asset 
managers to “plan, monitor, and control” all maintenance 
that impact on staff and financial resources and the 
lifecycle performance of the fixed assets. These AMIS 
serve asset owners with different functions such as asset 
registers, Computer Aided Maintenance Management 
(CAMM), Geographical Information Systems (GIS) and 
asset lifecycle planning [17]. The AMIS are also 
specialised in different types of assets, such as roading, 
water supplies, and public buildings. Given the speciality 
of AMIS, asset owner is relying heavily on different and 
incompatible systems to various management activities, 
ranging from operations, maintenance and repairs, space 
management, to asset valuations and long-term strategic 
planning etc, [18]. In addition, the fast-growing asset data 
in both the quantity and variety terms have resulted in 
multiple information systems being sourced and operated 
in different locations across the whole organisation in a 
silo fashion [7]. 

 The diversity in software tools, which are proprietary 
in nature, has not only created the interoperability and 
collaboration issues, but also presented challenges to the 
end-users that have to face multiple systems with various 
level of technical knowledge and skills required. 
Although using a consolidated enterprise management 
system based on the existing business model to integrate 
the financial, customer service, and asset management 
functions into a single interface have been adopted by 
some, the integrated system is not yet widely adopted 
simply because of the cost and complexity to operate and 
maintain the system [19]. Therefore, there is a great 
desire to create a unified business model based on a 
centralised information platform that can bring disparate 
information and systems together to enable asset 
managers and end-users to coherently manage their 
assets.  

2.2 Building Information Modelling (BIM) 
In recent years, BIM has become more and more used 

in the construction industry. BIM is described as a 
coordinated set of processes [20], supported by 
technology that add value through the sharing of 
structured information for buildings and infrastructure 
assets. In a more thorough description, Sacks, et al. [21] 
claim that: “BIM supports support design through its 
phases, allowing better analysis and control than manual 
processes. When completed, these computer-generated 
models contain precise geometry and data needed to 
support the construction, fabrication, and procurement 
activities through which the building is realized.” As a 
shared knowledge resource for information, BIM forms 
a basis for decisions in each stage of the facility’s 
lifecycle [9], ranging from the phases of design, 
construction, to operation, and maintenance [10]. 
Benefited from the enhanced system interoperability and 
asset lifecycle synchronous collaboration, the adoption of 
BIM has resulted in various management improvements, 
from cost and time savings, reduced errors and omissions, 
reduced rework, to maintained repeat business and 
enhanced construction productivity [22]. Unlike most of 
the specialised AMIS, BIM’s capabilities of object 3D 
modelling, open access to information, data visualization, 
and multidisciplinary integration [23], enhance the 
interoperability of different systems and collaboration 
among the stakeholders, thus streamlining operational 
processes and management activities at the strategic, 
tactical and operational levels [24]. 

Nevertheless, despite BIM’s immense technical 
advantages and potential benefits, the use of BIM 
worldwide still falls considerably short of its capabilities, 
and the rate of BIM adoption is much lower than 
expected [25], in particular in the operation stage where 
BIM is still perceived by many as merely a design 
assistance tool, rather than a lifecycle management 
system [26]. Overall, the current practices in asset 
management have not fully embraced BIM technology. 
Further observations from the authors indicate that an 
asset planning process integrated with BIM has not yet 
been developed, nor the related literature been published. 
While various barriers such as cultural and organisational 
and lack of real cases reasons for BIM adoption have 
been extensively studied, however, developing a road 
map to guide how BIM can be adopted is missing from 
the practices and BIM studies.  

2.3 Digital Transformation and the Three 
Pillars 

Digital technology has become central to how the 
business operates, thus leading to organizations to 
effectively re-think and possibly re-invent their business 
models in order to remain competitive [27]. Defined as a 
process that aims to improve an entity by triggering 
significant changes to its properties through the 
integration of information, computing, communication, 
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and connectivity technologies [3], the term of Digital 
Transformation refers to a broad concept affecting a wide 
knowledge domain concerning politics, business, and 
social issues [28]. Various studies expose that digital 
transformation affects every aspect of an organization. 
For example, [5, 12] summarise that digital technology 
can expect to improve business performance in at least 
three areas, namely, better customer experiences and 
engagement, streamlined operations, and new lines of 
business or business models. In addition to these three 
key areas, [4] also emphasise digital capability as the 
fourth element, of which the capability of Information 
Technology (IT) enables managers to adapt their 
business strategy to the digital reality, by integrating new 
technologies in their business models and operation 
processes. While studying digital transformation in the 
public sector, [29] acknowledge a set of five factors, 
namely, strategy, leadership, workforce skills, digital 
culture, and user focus that shape the path to digital 
transformation from an organisational perspective. 
Digital transformation’s success thus depends on 
operational process and management changes, not only 
by doing something completely new, but also by taking 
advantage of digitising the existing operations and 
processes, i.e. to turn existing products or services into 
digital variants, and thus offer advantages over tangible 
product and services [30]. 

By examining the existing studies, it can conclude 
that, although the current trend of research is largely 
focusing on the enterprises or businesses where customer 
satisfaction, market demand, and business 
competitiveness are identified as the key drives for 
technologies adoption, it does however set a roadmap to 
guide digital transformation not only for businesses that 
are market and profit-driven, but also for non-profit 
organisations such as local governments, by emphasising 
session, followed by the case study that demonstrates and 
validates the findings of the AMCDE framework.  the 
three key elements described as building blocks or 
“pillars” of transformation [12], they are: business 
models, operational processes, and experiences of users 
that can be either external customers or the employees 
who make the business operate and have first-hand 
insights on where processes need to improve [31]. The 
Three Pillars provide a theoretical framework to support 
organisations to shape their transformation strategies.  

3 Research Methodology 
In this paper, we investigate local governments as the 

public client responsible for managing large public 
property portfolio and community facilities and examine 
how they use the “three pillars” as the organisation’s 
digital transformation roadmap for their BIM adoption. 
This research applies a qualitative method with a mixed 

approach to include literature review, workshop, and case 
study methods.  

The research data was collected through author’s 
observations and a project stakeholder workshop during 
a BIM implementation project carried out in the case 
study as described in Section 4. The first author of this 
research had observed the overall implementation 
process, as well as reviewed the relevant documentation 
including the case owner’s asset management policies, 
procedures, database, and the organisation’s BIM 
implementation strategies and plans that help authors 
foster the conceptual framework of AMCDE.  The first 
author also participated in the workshop designed for 
understanding the owner’s current asset management 
practices, establishing project information requirements, 
and obtaining feedbacks of the proposed AMCDE during 
the workshop, where discussions and outcomes were 
noted. The participants of the workshop included the 
owner appointed project manager, a BIM manager from 
the consultancy firm, and the owner’s facility 
management staff as the potential user group.  

Using the “three pillars” as the transformation 
development reference, this research describes Pillar One 
to represent the AMCDE framework, a new business 
model in asset management decision making. Then the 
process of developing the AMCDE shows the integrated 
BIM and AMIS as Pillar Two. And last, Pillar Three is a 
machine/user interface created using a novel BIM-GIS 
interoperability solution that enhances user’s experience 
with 3D visualisation and easy data access portals. Each 
of the three pillars is described in Figure 1 to 3, followed 
by the case study that demonstrates and validates the 
findings of the AMCDE.   

3.1 Pillar One – Business Model 
Pillar One of the transformations is to develop the 

business model built on a digital platform as the single 
information source. Figure 1 illustrates a conceptual 
model of AMCDE, which enables various building asset 
management functions to be performed through an 
integrated platform. The AMCDE determines and 
describes asset data flows and the relationship between 
building hierarchy, BIM, AMIS, and asset management 
decision-making framework throughout the in-use stage 
of an asset lifecycle planning system. The conceptual 
framework will enable the geometric models and asset 
database to be mapped to the CDE, of which the data then 
are fed to AMIS such as Computer Added Facility 
(Maintenance) Management (CAFM & CAMM) 
systems, Building Management Systems (BMS), or other 
Application Programming Interface (APIs) etc., for 
analysing, processing, and optimizing to support an 
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evidence-based decision-making for asset care 
interventions.  

The outputs defined in the proposed decision-making 
process (AM-DM) provide the various options for 
management’s consideration based on the asset lifecycle 
interventions with a selection of various construction 
activities, such as maintenance and repairs, like-for-like 
renewals, upgrades, replacement, and even the disposals 
as described in the list of asset care hierarchies.   

3.2 Pillar Two – Operational Process  
Pillar Two of the transformations involves the 

creation process of a BIM-enabled AMCDE to integrate 
the existing planning process and multiple AMIS. The 
core process is to develop the CDE that consists of five 
steps, namely, planning, data collection, modelling, CDE 
and interface development, and project peer review. The 

breakdown steps including data flows are illustrated in 
Figure 2.  

The BIM implementation project provides the 
organisation with the opportunity to create a formalised 
process that supported the changes induced by the 
introduction of BIM. In particular a BIM-based asset 
planning process is created through the following steps: 
1) as-built data capture can be conducted by utilising a 
combination of point cloud scanning, photogrammetry 
mapping, and site surveying; 2) 3D geometry models is 
produced using BIM authoring tool such as Autodesk 
Revit from the data extracted in the capturing process; 3) 
while the non-geometry data, including building element 
metadata such as age, cost, condition, capacity, and 
criticality, etc., are captured in a separate database 
aligned to the classification defined by standard formats 
such as those defined in NAMS property manual [17]; 4) 
a single sourced data system acting as the central data 

      
 

Figure 2. Pillar Two - Integrated AMCDE development process 

 
Figure 1. Pillar One. AMCDE and Asset Management Decision-Making Framework 
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repository is created and hosted in a model and data 
integrated platform such as GIS-based interface; and 5) 
asset information dashboards were established to provide 
management insight into the building data, such as 
physical condition, space usage and surface areas etc. It 
is worth noting that while step 4) and 5) can be one-off 
and unique to this project, step 1) to 3) is repetitive and 
applicable to the future assets for digitalisation.  

3.3 Pillar Three – End-user Experience 
Pillar Three of the transformations represent the 

ultimate goal of this project, which is to develop a user-
friendly interface within the AMCDE to support 
information access, analysis and reporting, as shown in 
Figure 3. The BIM model created from the previous steps 
is integrated with the existing AMIS, along with asset 
data, photographs, GIS data, O&M manuals, and other 
as-built documentations, using a selected database and 
portal. In this study, ArcGIS Pro of Esri is adopted as the 
CDE architecture to store, retrieve, analyse, and visually 
represent asset data and information. The ArcGIS-BIM 

integration enables a standards-based Extract-Load-
Translate (ELT) to extract the geometry and data from 
the BIM models and translate into 3D and location 
enabled GIS data, via data common denominators. For 
example, using MSSQL as a back-end repository for data 
storage and management to enable different asset data 
formats to be integrated with Esri GIS data. ArcGIS’ Rest 
API allows the integration of various data to remain in-
sync across multiple platforms and the specific AMIS. 

4 Case Study 
The building chosen for the case study is a historical 

opera house complex (aka Toitoi Arts & Events Centre) 
built in Hastings, New Zealand. Figure 4 illustrates a 
sample floor plan and the interior image of the theatre. 
The Toitoi building was constructed in 1915 and has had 
numerous renovations and modifications over its life. 
With a combination of new and old building blocks, the 
complex has a total floor area of 5,000m² that comprising 
of theatre, exhibition, office, and amenity facility spaces. 
The project was driven by the owner’s decision to adopt 

         
Figure 4. Toitoi Arts & Events Centre (Source: Hastings District Council) 

 

      
 

Figure 3. Pillar Three - ArcGIS User Webviewer/Interface 
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a BIM-based planning platform to support the integration 
of the existing AMIS. The scope of BIM implementation 
in this project includes the process of data collection, 
modelling and the creation of an easy-to-use interface 
that can bring asset information, including static data 
such as drawings, documents, asset data, as well as 
geospatial information on a single digital platform 
AMCDE, as shown in the above Figure 1 to Figure 3.   

5 Discussion and Conclusions 
Digital transformation can effectively enhance the 

performance of organisational management and business 
operations in various aspects such as better customer 
experiences and engagement, streamlined operations, 
and new lines of business or business models. Digital 
technologies such as BIM as illustrated in this study help 
asset owners improve their management practices in 
numerous perspectives, ranging from automating data 
collection, enhancing analysis, to optimising asset 
performance. The study demonstrates an efficient 
method of using BIM to improve system interoperability 
and information sharing by populating multiple AMIS, 
where asset data can be stored and exchanged on a 
centralised digital platform, i.e., the AMCDE model, to 
provide the insight of asset management from a single 
source of information normally stored in multiple 
systems and locations. In addition, the development of a 
user-friendly interface supported by the AMCDE, of 
which the enhanced end-user experience helps remove 
obstacles in accessing asset data across the whole 
organisation and shared by different stakeholders in a 
remote manner, is particularly useful in the situation such 
as Covid-19 pandemic, where working remotely has 
become the new norm. The case study demonstrates that 
digital technologies not only enhance the efficiency of 
the operational process for data collection, but also 
improve data accuracy and reduces human errors that are 
commonly occurring in a manual process. Overall, local 
governments in New Zealand will benefit from adopting 
digital technologies including BIM to improve their asset 
management efficiency through time and cost savings, a 
more collaborative operation environment, and 
visualised information analysis and reporting. 

It is noteworthy to mention that, the existing studies 
have largely focused on the enterprises or businesses 
where customer satisfaction, market demand, and 
business competitiveness are identified as the key drives 
for technologies adoption. Using these drives to guide the 
organisations such as the local government, which are 
non-profit driven business and whose operation objective 
is more towards improving management efficiency, is up 
to debate. Furthermore, unlike the private sector, the 
local government has its own unique operation processes, 
management models, and digital technologies (e.g., 

AMIS), thus using the existing transformation theories as 
the roadmap without adaption presents challenges due to 
the lack of studies, theories, and empirical evidence.  

While BIM research and practice is currently 
intensifying in project-oriented design and construction 
activities, there is still an untapped potential to view BIM 
as a catalyst to develop new business models from a 
service innovation perspective. Hence, this study focuses 
on the BIM use in asset management planning in a built 
environment. In addition to contributing a much-needed 
real project case, this study takes a holistic 
transformation approach to the challenge of integrating 
multiple systems that are commonly implemented 
independently and operated in a silo fashion. The novel 
business model based on AMCDE platform that is 
developed for integrating the existing asset management 
process and the multiple AMIS deployed across the 
organisation, has the potential to further include a wider 
range digital technology, such as CAMM, BMS, and IoT 
applications, in order to form true asset Digital Twins and 
further advance organisations towards a full digital 
transformation. 

Nonetheless, this research is limited by several 
factors. Firstly, BIM is such a disruptive technology as 
previously mentioned, its adoption and implementation 
requires changes in workflow, practices, and most of all, 
human habits and ways of working that form the key 
pieces of an organisation’s culture, which requires further 
research. Secondly, asset management is a complex 
process. To digitally transform the management practice 
requires a balance of people, processes, and technology, 
where the three-pillar theory only address the latter two 
elements. The people factor deserves a deep investigation 
and certainly warrants a fresh new chapter and requires 
further research. And finally, the research uses a single 
case study to provide a way of concept validation, which 
has its limitation. Future studies using multiple real cases, 
reviews, and other validation methods need to be 
explored and examined. 
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Abstract -
As innovations in construction robotics are being tested

and deployed on site thanks to technological advancements in 
computing and sensing, Civil Engineering researchers must 
consider how to connect real-world innovations with research 
and teaching at a much faster pace. Observing the practice 
helps identify problems and test engineering solutions and 
models through research. As the research develops, engi-
neering courses can foster innovation adoption in the indus-
try. This cycle leads to a new practice and the recognition of 
new problems that feed the research and teaching. This paper 
focuses on teaching construction robotics through a project-
based curriculum as an essential mechanism to enhance this 
ecosystem from research to practice. The project involves the 
collaboration of construction companies, robot companies, 
and students to analyze the potential Safety, Quality, Sched-
ule, and Cost impacts of at least ten construction robots. 
The anticipated benefits for the students are engaging in real 
engineering problem solving and synthesizing academic and 
industry experience. At the same time, the collaboration 
between the students and the industry helps validate the re-
search generality and contributions. This paper does not 
claim that this represents the only or best way to teach this 
topic but aims to open the subject for discussion.

Keywords -
Construction Robotics; Education; Automation; Con-

struction Management

1 Introduction
Civil Engineering and construction practice still involve

many aspects of a craft. Hence, real-world practice can
help inform and test research. The Center for Integrated
Facility Engineering (CIFE) at Stanford University focuses
its research efforts on the built environment with a  care-
ful observation of practice to identify problems. These
problems generate a solution intuition backed by a theo-
retical point of departure. Following research questions
and methods inform the research tasks to solve the indus-
try problem. The validation of the research results leads
to contributions and practical impacts in the industry, like
the adoption of cutting-edge technologies (Fig. 1). Ex-
amples are found in many CIFE Ph.D. projects and thesis
[1, 2, 3, 4] and the integration of courses into the CEE
curriculum at the graduate level. Examples are Building
Information Modeling, Parametric Design and Optimiza-
tion, Virtual Design and Construction (VDC), Industrial-
ized Construction, Managing Fabrication and Construc-
tion, Project Assessment and Budgeting, and Computer-
Integrated AEC.

Figure 1: Connection of real-world innovations with research
and teaching cycle based on CIFE’s academic research method.
Focus on the first project-based curriculum to teach Con-
struction Robotics for Civil Engineering graduate students:
CEE 327: Construction Robotics.

These courses foment innovation adoption and diffu-
sion in the industry. According to Navon [5], such courses
could reduce resistance to new technologies by enriching
the knowledge and understating of future industry leaders.
Custovic et al. [6] also highlight the role of construc-
tion management curricula in researching new methods
and technologies and demonstrating their applicability and
benefits for the industry. Once the adoption matures, it can
lead to a new reality and new problems or observations that
feed into the research cycle and the following teaching of
the new concepts, methods, or techniques.

1.1 Construction Robotics

The Construction Automation and Robotics field has
developed significantly in the last decade thanks to ad-
vances in the internet of things, artificial intelligence, sen-
sors, and the use of Building Information Models (BIM).
These advances materialize in new construction robots
being developed and tested on construction sites. The
International Federation of Robotics forecasts 4,200 con-
struction robotics units to be sold from 2019 to 2021 [7],
and Bock and Linner [8] outlined 24 categories of on-site
task-specific construction robots. Given this new practice,
researchers in Civil Engineering must consider how to
connect real-world applications with research and teach-
ing.
As robots mature and become suitable construction

methods, innovation managers must consistently evaluate
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Figure 2: Project-based approach to analyze the Safety, Quality,
Schedule, and Cost impacts of ten robots independently by two
students.

the impact of deploying robots compared to traditional
construction methods. However, construction robotics
courses are not traditionally included in Civil Engineering,
with only a few courses and programs available worldwide
[9, 10, 11, 12, 13].

Based on the importance of teaching the academic foun-
dations about innovation approaches [6] to support the cy-
cle between research and practice, this paper focuses on
a project-based construction robotics class for Civil En-
gineering. The course pairs real construction projects
with on-site robots for about ten tasks. Two students
are assigned per case to assess each robot’s potential
Safety, Quality, Schedule, and Cost impacts for the se-
lected project. The 10-week course allows the students
to work closely with industry partners from the General
Contractor and the robot start-up or manufacturer. The
collaboration in the class between the students and the
industry helps validate the research generality [14] with
real-world test cases. For the students, it directly con-
nects the theory and practice. And finally, for the industry
partners, the class presents an objective and repeatable
method to approach robot evaluations, together with the
direct collaboration with a student to resolve an industry
problem.

In addition to the course project, we include five mod-
ules that cover 1) an introduction to construction robotics
and a Robotics Evaluation Framework (Fig. 2), 2) robot
examples, 3) the sustainability perspective, 4) human-
robot collaboration, and 5) robots in the context of Virtual
Design and Construction (VDC).

This paper aims to share the learning objectives and
course structure of the proposed curriculum to open the
subject for discussion with researchers and lecturers in
the field. We present the course feedback from the first
implementation in Winter 2021.

2 Related Work
A few universities have identified the need for including

construction robotics education in Civil Engineering and
Architecture courses. These courses introduce automation
strategies for construction processes and their implications
in the design outcome. A common thread of the existing
studies is the interdisciplinary Architecture, Engineering,
and Construction (AEC) approach that combines expertise
from various sources.
The University of Maryland, A.J. Clark School of En-

gineering, offers a Construction Automation and Robotics
course. The course aims to redesign traditional construc-
tion processes to utilize state-of-the-art automation and
robotics technology [15]. Prof. Skibniewski’s 12-week
course covers 1) the history of construction automation
and robots; 2) construction projects including ergonomics
and the physical and cognitive requirements of construc-
tion labor; 3) an introduction to industrial robotics; 4)
robot components; 5) feasibility of robot applications; 6)
calculation of costs and benefits in robot assessment; 7) in-
tegration issues; 8) additive manufacturing; 9) safety and
ethical issues.
The University of Sydney’s School of Architecture, De-

sign, and Planning provides a Robotics in Architecture
and Construction masterclass introducing robotics for the
fields of architecture and construction. The goal of the
class is to understand what a robot is and how to consider
robot methods in the design workflow [13].
ETHZurich has also developed several courses focusing

on digital and robotic fabrication in architecture, includ-
ing a one-yearMaster of Advanced Studies in Architecture
and Digital Fabrication to teach the fundamentals of tech-
nologies and methods of digital design and fabrication for
architecture and construction [9].
The Institute for Advanced Architecture of Catalonia

developed aMaster’s in Robotics and Advanced Construc-
tion (MRAC). The program seeks to train professionals on
the emerging design and market opportunities of deploy-
ing new robotic and advancedmanufacturing systems. The
curriculum involves seminars and studio projects investi-
gating how robots and automation will change the existing
building methods. A goal of the program is to develop
processes and design tools that address these new meth-
ods from the engineer, designer, architect, workforce, and
academic perspectives [12].
The Technical University ofMunich, Department of Ar-

chitecture, includes a newly established Master’s study in
Advanced Construction and Building Technology within
the Chair of Building Realization and Robotics. The mis-
sion of this program is to design and build a future robotic
society. A cross-disciplinary approach focuses on find-
ing and creating technologies for robotic construction by
target-value design [11].

583



39𝑡ℎ International Symposium on Automation and Robotics in Construction (ISARC 2022)

Lastly, the Faculty of Architecture at RWTH Aachen
University designed a Master’s program in Construction
Robotics to shape students in automated construction ma-
chinery and robotics. The program combines prototyping
of machinery and processes with virtual design and simu-
lation [16].
These courses and graduate programs evidence the im-

portance and growing demand to teach a new generation of
AEC students about automation and construction robotics.
Most of the existing effort is led by Architecture schools,
focusing on new design and fabrication methodologies en-
abled by robots. Civil Engineering programs should sim-
ilarly address the potential on-site robot uses, especially
from a construction managerial perspective, as outlined by
Skibniewski [15].

3 Proposed Curriculum
3.1 Context

Construction Robotics (CEE 327) is part of Stanford’s
Civil and Environmental Engineering (CEE) graduate
studies. The target students for the class include the Sus-
tainable Design and Construction (SDC) students within
CEE and graduate researchers at the Center for Integrated
Facility Engineering (CIFE). CIFE aims to improve the
built environment’s planning, design, construction, and
operation across all sectors and scales, including buildings,
industrial plants, urban districts, manufacturing facilities,
infrastructure, and cities. The CEE-SDC curriculum in-
cludes courses on engineering and management methods
that improve the built environment’s reliability, productiv-
ity, innovation, and sustainability.
The newConstruction Robotics course adds to the exist-

ing engineering and constructionmanagement curriculum,
focusing on evaluating on-site construction robots. An in-
depth analysis of off-site automation examples is outside
the class’s scope, as an Industrialized Construction class
and annual industry forum covers this topic.
Any CEE graduate student can enroll in the class. It

is assumed that students are familiar with BIM, project
specifications, and basic scheduling principles. However,
students are not expected to have any prior programming
or robot design experience, as the course focuses on the
management of robot technologies.

3.2 Lecture Plan and Objectives

The first goal of this course is to introduce on-site con-
struction robotic applications through academic and in-
dustry practice.
The second goal is to assess the applicability and poten-

tial impact of promising construction robots available in
the market against traditional construction methods using
a consistent, repeatable evaluation method.

Third, to gain a good understanding of basic robot
principles and become familiar with state-of-the-art re-
search in the field, including human-robot collaboration
approaches.
Finally, to connect robot applications to the broader

project and client objectives deploying the Equity, Envi-
ronment, Economy (EEE) framework [17] and the Vir-
tual Design and Construction (VDC) methodology [18] to
manage projects.
The developed curriculum includes two 90-minute lec-

tures per week over ten weeks. Table 1 provides an
overviewof the lectures’ content divided into fivemodules:
1) Introduction to evaluating construction robots, 2) Robot
examples, 3) The sustainable perspective, 4) Human-robot
collaboration, and 5) Robotics in the context of VDC.

Table 1: CEE 327 Construction Robotics Curriculum

# Module 1: Intro to Construction Robots Assignment
1 Intro to Construction Robots
2 Robots 101 A1. Product

Introduce class robots
POP analysis

3 SQSC and Decision Matrix A2. Org and Process
4 Lessons learned from drilling robot

Meet industry partners A3. Safety, Quality, Schedule
5 Off-site vs. on-site robots

Industrialized Construction A4. Cost and Decision Matrix
6 Closing framework reflections

Layout robot guest lecture A5. Off-site vs. on-site robots
Module 2: Robot Examples Assignment

7 Single-task robots intro A6. REF Conclusions
ETH Zurich’s novel robotic processes
Hilti’s Jaibot

8 Canvas and Swinerton case A7. Robots as a Service
9 Obayashi’s robot examples
10 Robot examples: TyBot, Kewazo A8. Product Draft (Project)
11 Robot examples: Boston Dynamics, SafeAI A9. Prep for guest lectures
12 Robot example: Civ Robotics A10. Org and Process draft (Project)
13 TUM Guest Lecture: Thomas Bock A11. Prep for guest lecture
14 Robot examples: Shimizu, Exoskeletons A12. SQSC draft (project)

Module 3: The sustainable perspective Assignment
15 Overview of EEE A13. Prep for guest lecture

Equity and Economic perspectives
Silicon Valley Robotics

16 Ecology perspective A14. Individual REF template
Demolition and urban mining
Economics, productivity, and employment
Module 4: Human-Robot Collaboration Assignment

17 HRC Stanford Robotics Lab (haptics) A15. Elevator pitch
18 Autodesk’s perspective A16. HRC Ocean One

Module 5: Robotics in the context of VDC Assignment
19 Robotics in the context of VDC

Expert panel discussion A17. Opportunities and challenges
20 Project presentations A18. Final report and slides

Module 1: Introduction to Evaluating Construction
Robots
This module introduces the course objectives and key

concepts to analyze robots in construction. First, we cover
an overview of construction robotics history from a litera-
ture review of the International Association of Automation
and Robotics in Construction (IAARC), Automation in
Construction, the Cambridge Handbooks of Construction
Robotics, and the American Society of Civil Engineers
(ASCE), specifically the Journals of Computing in Civil
Engineering and the Journal of Construction Engineering
and Management. Second, we introduce basic robot def-
initions and principles, bearing in mind that the class au-
dience is not likely to have any prior robotics background.
A Robotics Evaluation Framework (REF) based on case

studies and the literature review is presented as a basis for
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the class project [14]. We introduce Assignments 1 to
4 as a mock-up of the class project with data provided
from a previous layout case study [19]. Each of the four
first assignments focuses on a different aspect of the robot
evaluation. These assignments aim to deploy a consis-
tent robotic evaluation method, develop process modeling
skills, explore schedule representations, and study cost and
benefit scenarios to purchase or use a robot as a service.
This example allows students to exchange answers and
assess their evaluation against the teaching team solution.
Finally, this module introduces the main differences be-

tween applying robots on site and off site.
Module 2: Robot Examples
The second module covers robot application examples.

Guest lectures with industry leaders and start-up founders
showcase the applications included in the projects and
other relevant examples. We also engaged robot examples
developed in academia, such as the construction robotics
research at ETH Zurich and TUM.

Module 3: The Sustainable Perspective
This module introduces the Economic, Ecologic, and

Equity perspectives through the triple "E" Sustainability
framework. Topics addressed in this module include the
role of robots in the circular economy, robotic deconstruc-
tion, statistical analysis of jobs in industry 4.0, and building
new skills to grant access to construction robots. The guest
lectures include different aspects of robots’ sustainability
to optimize revenue growth, public good, and health [20].

Module 4: Human-Robot Collaboration
This module addresses state-of-the-art approaches in

human-robot collaboration from the academia and indus-
try perspective. Topics include wearable technologies,
haptics, virtual reality, and augmented reality. Robot ex-
amples include underwater humanoid bi-manual explo-
ration robot: Ocean One [21] and haptic bolting, welding,
and joint sealing [22].

Module 5: Robotics in the Context of VDC
The final module discusses the opportunities and chal-

lenges of robots within the broader context of Virtual
Design and Construction (VDC) (Fig. 3). VDC is
the management of integrated multi-disciplinary perfor-
mance models of design-construction projects, including
the product, work processes, and organization of the de-
sign, construction, and operation team to support project
and client objectives [18]. Course materials present con-
struction robotics as a controllable factor for construction
managers to achieve desired project and client outcomes.
This module includes a final panel discussionwith VDC

experts that previously deployed construction robots in the
field. The module aims to understand synergies between
deploying the VDC methodology and construction robots
and share lessons learned by GCs using robots in the field.

Figure 3: Managing the deployment of construction robots in
the context of the VDC methodology.

3.3 Class Project

Finally, the industry project represents a significant
component of the course. The teaching team matches
pairs of students with a construction industry professional
and a robot developer. In our experience, the student-
professional collaboration enriches both parties as the stu-
dents provide an objective lens to a robot evaluation prob-
lem. On the other side, the industry professionals on the
robotics and the construction site helps connect the class
concepts with reality.
Each student receives a blank Robotics Evaluation

Framework template accessible online and four case study
examples. The pair of students evaluating the same robot
must do so independently without looking at their part-
ner’s results and tracking the hours taken in each analysis
step. In the final two weeks of the class, the students share
their finished templates and document differences in re-
sults and recommendations. Further, they prepare a joint
final presentation, attended by the industry partners.
The robot evaluation method is based on prior work

from the researchers [19, 14]. The main evaluation pa-
rameters are the analysis of the robot and construction site
Product, Organization, and Process. Second, the break-
down of the robot’s potential Safety, Quality, Schedule,
and Cost impacts to the traditional method for the selected
project.

4 Implementation
We offered the class for the first time in the Winter

quarter of 2021, including ten Civil Engineering gradu-
ate students from Stanford University and nine from the
University of Lima working in 12 case studies (Table 2).
Due to Covid-19 restrictions, the course was held entirely
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online in Discord.

Table 2: Industry Partners Winter quarter 2021

# GC Robot
1 DPR Hilti Jaibot
2 Obayashi Material handling robot
3 Bechtel Kewazo scaffolding
4 Megacentro Lima Exyn autonomous drones
5 Produktiva SafeAi autonomous machinery
6 NCC Boston Dynamics Spot
7 Swinerton Canvas drywall finishes
8 DPR Canvas drywall finishes
9 HDlab SuitX exoskeleton
10 MT Højgaard Civ Robotics layout
11 Implenia TyBot rebar tying
12 Traylor Brothers TyBot rebar tying

The robot industry partners included five founders and
CEOs, a CTO, one Vice President, a Chief Operating Of-
ficer, a Construction Technology Manager, and a Business
Unit Manager. The GC partners included one Owner,
five Innovation Managers/Directors, one Chief Financial
Officer, three heads of VDC, and two project directors.
Even though construction robots on the field are at in-

fancy in their deployment worldwide, the consistent stu-
dent analysis of these examples showed how promising the
technology already is for a range of robot types, mobility,
autonomy, scale, business models, and locations.

4.1 Case Study Example: Material Handling Robot

One of the case studies analyzed Obayashi’s interior
material handling robot developed with Stocklin (Fig.
4). This subsection addresses the main conclusions of
the comparative analysis to illustrate the type of insights
achieved by the students in the course project. Future work
will cover in detail the Safety, Quality, Schedule, and Cost
impacts of the ten robots under study.
Material handling is a time-consuming critical task that

is also hazardous for labor. TheMinistry of Health, Labor,
and Welfare in Japan identified 1,256 cases of material-
related injuries in 2020, 15% of all injuries that occurred
in the year. Labor shortages also motivated the Obayashi
Logistics System to reduce the workload and burden of
interior material handling to the desired floor, typically
part of Obayashi’s work scope.
The robot system consists of an Automated Guided Ve-

hicle (AGV) that can carry palletized materials, a custom
elevator, and a logistics management system that guides
the robot’s work. The robot requires a flat and clear floor-
plate with a maximum deviation of 40 mm. Obayashi
developed a small lift for steps up to 350 mm. Following
AGV ISO regulations, the robot detected humans with an
onboard 2D Lidar scanner. Whenever a human is closer
than 500 mm, the AGV reduces the speed to 0.3 m/s and
stops if closer than 300 mm.

Figure 4: Interior robotic material handling on site.

The site elevator autonomously interacts with the robot
without a human operator and can fit two AGVs. Each
AGV can handle pallets up to 1,200 x 1,800 mm.
The logisticsmanagement system replaced 68%ofman-

ually transmitted material orders with digitally transmitted
data, reducing rework from 3% to 1%. The robot failure
rate reported was zero, but the 1% rework includes mis-
takes in communication from the operator regarding the
placement of materials.
Obayashi’s robot was designed to have the same pro-

ductivity as the laborers. However, the site measurements
showed it took 50% more time to carry the same amount
of material with the robot than manually because it took
more time to find the materials. Hence, the development
team looked at ways to deploy the robot with human labor.
A squad of two robots and two crewmembers achieved
the same productivity as five workers. The robots worked
during the day and night shifts with one operator, while
the two laborers worked only during the day. This deci-
sion increased 68% of the traditional total daily carrying
capacity of 125 tons/day by five workers.
Finally, according to the student analysis, the material

handling robot achieved a 41% cost reduction when us-
ing two robots simultaneously. The conventional material
handling team of five crewmembers costs $1,325/day. In
comparison, the cost for a hybrid team of two crewmem-
bers working during the dayshift and two robots with
an operator working both the day and nightshift was
$1,328/day. The robot’s autonomous elevator added
$12,000 per project, but the robot reduced coordination
needs by the superintendentswith $188/day savings. Over-
all, the conventional material handling cost was $10.6/ton,
and the hybrid robot method cost was $6.32/ton. The robot
service cost included maintenance and transportation to
the project.
In this case, the hybrid use of two robots and two

crewmembers outperformed the traditional team of five
workers in the four key variables (Safety, Quality, Sched-
ule, and Cost).
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4.2 Course Feedback

During the first implementation, the teaching team col-
lected student feedback to improve future offerings of the
course.
The course evaluation inquired about: (1) the initial

goals to join the class, (2) desire to participate in future
robotics research opportunities, and (3) curriculum im-
provements to advance their goals.

4.2.1 Students’ Goals

The 19 students stated achieving their course goals. The
students’ goals included:

• “To learn about the exciting robots being used in
construction, all of which I was not familiar with
coming into the class.”

• “Learn more about how robotics is applied to con-
struction tasks and the unique challenges that con-
struction poses.”

• “Acquire knowledge aboutmany robots and themind-
set of evaluating something through a framework.”

• “I wanted to learn more about how the construction
industry is trending with automation and technol-
ogy and hear first-hand from the people involved in
decision-making and bringing about this goal.”

• “My main objective was to learn about the use of
robots in the construction industry, and I came away
with the necessary knowledge for feasibility analysis,
so it was very satisfying to participate in the course.”

• “Information on robotics available and their de-
sign. Impacts on traditional organizations, contract-
ing methods and work break down structure.”

4.2.2 Future Research Engagement

The general experience of the students in the course
was positive. Thirteen of the 19 students stated as "highly
likely" their participation in future research opportunities
on this topic (Fig. 5).

4.2.3 Curriculum Improvements

The curriculum improvements suggested by the students
included the desired for additional room “to exchange ex-
periences and to know how other colleagues are progress-
ing.” Similarly, others argued that the online offering con-
strained the in-class discussions among students working
on different robots.
Finally, students inquired about the possibility of ob-

serving the actual robots in use. Although visiting sites

Figure 5: Future research participation.

or labs was not possible during the first offering due to
Covid-19 restrictions, the second iteration of the class al-
ready included four in-person robot demonstrations.

5 Conclusions and Future Work
The researchers describe Stanford’s first Construction

Robotics curriculum to encourage discussion with other
researchers and colleagues in Civil Engineering and Con-
struction Management fields. We proposed a project-
based course to connect real-world applications with the
construction robotics research carried out at CIFE.Most of
the existing construction robotic programs address on-site
robots from a design and fabrication perspective. How-
ever, this curriculum emphasises the constructionmanage-
rial perspective by matching the perspectives of construc-
tion managers and robot companies.
Our project-based curriculum included fourmain course

learning goals (Table 3).

Table 3: CEE 327: Construction Robotics learning goals

# Course Objectives
1 Introduce on-site construction robot applications
2 Assess the applicability and potential impacts of
promising construction robots available in the market
against traditional construction methods
using a consistent evaluation method

3 Gain an understanding of basic robot principles
and state-of-the-art research in the field,
including human-robot collaboration approaches

4 Connect robot applications to broader project
and client objectives deploying the EEE
and VDC frameworks

Students without prior knowledge of construction
robotics achieved comprehensive analyses and recommen-
dations on using construction robots for the given projects.
By collaborating directly with the industry professionals
leading the development of construction robots, students
learned a great deal about the strengths and limitations of
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the practical application of the technology. The students’
effort helped the professionals identify opportunities re-
lated to construction robot adoption with a consistent, re-
peatable, and exportable process.
Reflecting on the first implementation of the proposed

curriculum, the researchers noted one key limitation. The
curriculum places high demands on the teaching team to
engage many industry professionals and develop the ini-
tial pairing between robot technologies and construction
projects. If this collaboration with the industry is not pos-
sible, the curriculum cannot be successfully implemented.
Our future research will expand on the Robotics Eval-

uation Framework deployed in the class and the quantita-
tive results achieved by consistently evaluating ten robot
cases. Moreover, the second offering of the course in-
volved students in Computer Science and Mechanical En-
gineering majors to complement the analysis from amulti-
disciplinary perspective.
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Abstract –  

Automation of construction processes facilitates 
increased productivity and overall higher project 
performance. This paper presents a methodology for 
comparative assessment of different construction 
processes and selection of an optimal solution based 
on appropriate automation implementation. 
Construction processes are quantitatively evaluated 
using a methodology combining case-based reasoning 
and compositional modeling.  

Through the generation of many combinations of 
process fragments that are compiled from case 
libraries, potential solutions are explored and 
evaluated. An example involving solutions such as 
RCC frame construction, precast construction, and 
modular steel frame construction is described in this 
paper. The study demonstrates the possibility of 
selection of suitable construction processes based on 
the quantitative assessment of a large number of 
potential solutions. Processes are modelled by 
decomposing them up to the elementary tasks and 
appropriate level of automation is identified in all the 
tasks. 

 
Keywords-  

Case Based-Reasoning; Compositional Modeling; 
Discrete Event Simulation; Construction automation; 
Level of Automation; Therbligs; Project Performance 
Improvement. 

1 Introduction  
Construction industry, due to its complexity and 

diversity, has high potential for the application of 
automation. Over the years, various automation systems 
have been developed [1-2] that demonstrate their 
capabilities to perform many of the basic building 
activities [3]. However, implementing automation 
systems in construction is quite challenging since the 

nature of construction is highly heterogeneous with high 
variability in the working environment [4]. Construction 
automation has the capacity to eliminate manual-labour 
oriented non-value adding processes, and improve those 
manual-labour processes that contribute to value addition. 
Thus, construction automation can deliver improvement 
in project performance. This can be achieved with 
relevant process planning methods and tools [5]. Though 
there is broad consensus that construction automation 
achieves reduction in time and cost, the research based 
on quantitative methodologies that evaluate the 
improvement of productivity by implementation of 
suitable automation is not sufficiently explored [6].  

Recently, the authors have developed a systematic 
methodology for productivity analysis of automated 
construction processes [7]. The study specifically 
explores the use of simulation tools to predict 
productivity improvement through creating multiple 
processes by combining process fragments from a case 
base. The aim of this paper is to demonstrate the 
methodology of generating simulation models of 
construction processes for identifying optimal levels of 
automation. 

2 Literature Review  
Study of various literature by authors [8] reveal that 

analysing the performance of construction projects is 
very powerful and advantageous using discrete event 
simulations [9-14], especially those involving time-cost 
based evaluations [15-18]. This gives rise to a research 
question:  

How to select an optimal typology of construction 
process that maximises the overall project performance 
from a given set of possibilities? 

Based on the literature review, the following specific 
knowledge gaps are identified. 

1. There exists limited research that evaluates the 
productivity of automated construction processes. 
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2. The prevalent discrete event simulation models 
are based on static process models in which the structure 
of the process is fixed a-priori. They are not capable of 
evaluating multiple options for the activities in the 
process. 

The challenge of optimizing processes using 
appropriate automated methods is addressed by the 
authors through a new methodology [7]. This research 
work is inspired from the concept of compositional 
modelling from the domain of computer science [19]. 
Previously, it has been applied for design problem 
solving [20-21] and system identification [22].  

The authors followed design science research 
methodology [23] approach to develop this framework. 
This involved problem identification and objectives 
development. This was followed by search for solutions 
from the literature and exploratory implementation. 
Demonstration and evaluation of simulation 
methodologies. The issues and challenges were identified. 

Through iterations, modifications to the solution were 
done.  

This paper demonstrates the evaluation of different 
construction process typologies showcasing its 
application for complex problems in construction. For 
demonstration, the authors have considered three types of 
construction process typologies, with different levels of 
decompositions with different automation possibilities 
(For example, rebar cutting process has possibilities of 
execution through mechanical saw, electrical circular 
saw, and automated rebar cutter machine among systems). 
The methodology is able to evaluate the potential for 
different types of automation through search and 
exploration approach. 

The remaining portion of this paper explains the 
methodology, its application through demonstration, 
results of study and evaluation, and lastly summary and 
conclusion. 

 
Figure 1. A case-based reasoning methodology using compositional modelling for construction process 

evaluation [7]

3 Combining compositional modeling 
and case-based reasoning  

The present methodology (Figure 1) involves a 
combination of case based reasoning and 
compositional modelling (This is explained in detail 
by authors in [7], is briefed in the following portion). 
Multiple discrete event simulation models are 
generated by combining fragments of models using the 
methodology of compositional modelling. Model 

fragments are compiled from cases. A search and 
exploration approach using time and cost as 
parameters is used to identify optimal level of 
automation for construction process. The construction 
process is decomposed into fragments up to the basic 
task level or therbligs (Table 1). This is useful for the 
assessment of manual labour and suitability of 
introducing appropriate automation as replacement.  

 
Table 1. Therbligs and their symbols 
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Past construction processes that are decomposed in 

this form are stored in case libraries (Figure 2). In the 
present work, the libraries are created from cases with 
data collected from various sources such as 
construction sites, laboratory experiments, and videos 
from the world-wide-web. The sources for the web-
based videos are primarily from 81 videos taken the 
YouTube involving the RCC construction process 
execution through different execution modes. This 
exercise was performed to increase the multitudes of 
variations of process fragment cases to generate 
combinatorial solutions during simulation. 

 

 
      (a)              (b)                  (c)                (d) 
Figure 2. A schematic representation of multiple 

activity cases in case library 
 

The objective is to capture various modes of 
performing activities with different levels of 
automation.  

For each construction process fragment, there are 
multiple possible modes of execution; a top-level 
process fragment may be performed through several 
sub-processes. An object oriented representation is 
used for process fragments. Fragments are grouped 
into classes based on standard object oriented 
representation concepts such as inheritance. 

Fragments that are at the top of the inheritance 
hierarchy represent generic activities and those at the 
lower levels represent specialized modes of execution 
of these activities. The inheritance hierarchy 
represents “type-of” relationships. Children classes 
are special types of parent classes.  

The work breakdown structure [24] of the overall 
construction process contains fragments of process 
that are in “part-of” relationship (Table.2). This 
decomposition is down to the level of basic tasks or 
therbligs (also refer section 4.1). 

 
Table 2. Construction process typology-1: RCC 

frame assembly: portion of work breakdown structure 

 
 

During case adaptation, similar fragments that 
belong to the same parent class are interchanged 
provided the constraints are satisfied. Therefore, it 
becomes feasible to generate multiple processes for 
any top-level task by using different combinations of 
fragments for sub-activities at lower levels.  

For example, a combination of different case 
options involving, say, transportation of resources 
from stockyard to site location, assembly of column 
components, stirrup bending, and more cases, give rise 
to millions of combinations with varying degrees of 
automation containing manual, mechanical, 
electromechanical, electronic, and automation systems.
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                 (a)                                            (b)                                                     (c)  
Figure 3. Construction process typology cases: (a) RCC frame assembly, (b) steel frame assembly, and              

(c) precast frame assembly 
 

3.1 Description of Construction process 
typology cases 

An example involving the construction of a structural 
frame is considered here. Figure 3 shows three cases 
having different construction typologies.  

The first one is a conventional RCC frame 
construction involving tasks such as preparation and 
assembly of the rebars and stirrups, formwork 
preparation, and preparation of concrete mix, 
transporting, and casting. The second one involves a steel 
structural frame in which mild steel pipes are used to 
construct columns. Cylindrical couplers with internal 
threading are used for connections. Beam modules are 
also made of steel pipes and connected using couplers 
mentioned before. The third case involves a precast 
frame assembly. Eight RCC columns containing hollow 
square steel tubes instead of conventional reinforcement 
are used. The steel tubes project 75 mm outwards to 
create a moment resisting connection with the beam.  

Certain assumptions are made in the simulations: the 
foundation work is completed, and the frame above is 
assembled. All the required resources are available at 
project location.   

3.2 Data collection 
Data was collected from mutiple sources such as 

onsite project construction activities, laboratory based 
construction assembly experiments, and construction 
videos from multitudes of videos from world-wide web 
resource, such as YouTube. For each activity, the time is 
compiled from process fragment cases. Moreover, for 
each activity, the resources required were identified: such 
as the labour, helper, tools and equipments utilised, 
operating staff, and materials handled. The costs for 
activities were based on CPWD rates [25] and cost details 

collected from other sources such as brochures and online 
sources. 

4 Evaluation of the performance of the 
process typologies 

A new project scenario is taken to demonstrate case-
based model composition. Cases are adapted through 
substitution of similar and suitable cases based on the 
consideration of inheritance relationship. An in-house 
software (called AutoDES) developed for this research 
performed the discrete event simulation for estimating 
the time taken for completing the construction. The detail 
of implementing the model and performing the 
simulation is described below. 

4.1 Generation of model cases  
Cases are represented in XML format. Each case is 

not only a decomposition of the process but it also 
contains the various resources involved. The 
decomposition is performed up to the basic level tasks or 
Therbligs. For example (Figure 4), in the rebar bending 
process fragment, the task is broken down into basic 
fragments or therbligs comprising search, find, select, 
grasp, hold, position, use, and so on. Each therblig has 
time data in seconds. 

These activities may be run in parallel or in sequence 
depending on the case being considered. Their durations 
are stored in the cases.  The specification of the number 
of cycles of therbligs is also included in case. 
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Figure 5. A portion of RCC frame construction process with search and substitution of process fragments 
 

 
 
Figure 4. A portion of schematic of therbligs based 

XML coding for rebar bending activity 
 
 
 

The classification of all the activities is done using 
inheritance relationships. For example, bending stirrups 
using mechanical bender is specified as a special case of 
bending stirrups. Similarly, manually bending bars to 
make stirrups is also a special case of the same parent 
class. Both the children classes might be replaced with 
each other to create new processes having different sets 
of requirements for resources, resulting in different times 
of execution. 

4.2 Generating solutions for a new problem 
To the case based reasoning module, sufficient data 

with respect to a new project is input. This includes the 
resources (such as labour, and equipment), and 
inheritance relationships (part-of relationships of the 
group cases). 

Through case adaptation, multitudes of processes are 
generated through a random search algorithm. For 
generating a new solution, every adapted case undergoes 
a combination of portion of activities from the previous 
cases. This combinatorial model generation approach end 
in generating new processes based on the combinations 
of process fragments in the case library.  

For example, in the RCC frame construction process 
(Figure 5), each fragment has multiple case possibilities 
of substitution containing manual, mechanical, 
electromechanical, and automated systems.  

 
 
AutoDES, a simulation tool developed in-house for 

this research, is applied for the performance of discrete 

594



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

event simulation. The AutoDES executes simulations 
involving scanning of activities. It contains a simulation 
clock which, at a given time step, checks the availability 
of any activities that requires to be scheduled. Once, all 
the activities are completed, the simulation stops.  

The output of the simulations provide with the results 
in the form of time durations for every process fragment. 
For each process solution, the capital and resource costs 
are derived separated. 

5 Results 
After simulations of processes generated through 

compositional modeling, potential solutions are selected 
based on their time and cost. Millions of combinations of 
process fragments are generated during this procedure. 

In the illustrative example considered in this study, 
for RCC frame construction, the stages up to concreting 
is included. The curing stage is excluded. The 
manufacturing of the steel modules of the steel assembly 
process typology is excluded from the scope. The three 
construction process typologies contain a combination of 
activities that involve manual, mechanical, and 
electromechanical, tools and devices. The time duration 
for each stirrup rebar bending (process fragment) using 
mechanical plier type-1, type-2, and automatic bending 
machine are: 84 sec, 24 sec, and 04sec, respectively. The 
time is drastically reduced by using an automation 
machine, however, it comes with high investment cost. 
Similarly, in another instance, during concrete mix 
preparation (process fragment), the time varied with 
different mixer types: 84, 59, and 38 sec. The first two 
durations were from drum mixers, while the third 
duration was from handheld power mixer. The 
substitution of process fragments from the above 
mentioned examples and others process fragments in to 
the overall RCC construction process gave significant 
performance improvement in the results. 

The durations for RCC frame assembly, steel frame 
assembly, and precast assembly (in minutes) are 1214.07, 
68.23, and 984.90 respectively. The optimal solution 
obtained for the selected example, involves process 
typology-2 (steel frame assembly) based on time alone. 
The most appropriate process based on combined time 
and cost performance involves pre-cast frame assembly.  

6 Summary and Conclusion  
This paper demonstrated the application of a 

methodology combining case-based reasoning and 
compositional modeling for identifying the optimal level 
of automation in construction. Cases of construction 
processes consisting of three process typologies were 
used: RCC frame construction, precast frame 
construction, modular steel construction.  

For exploring the different approaches of 
construction with various levels of automation, case 
libraries were generated based on quantitative data inputs 
from site, laboratory experiments, and web-based 
resources. Every case is unique with the construction 
methods and tools adopting manual, mechanical, electro-
mechanical or other approaches. Multiple cases are 
represented through breaking down the entire 
construction process into fragments of activities to the 
level of elementary tasks or Therbligs.  

It is concluded that a comparative analysis of 
different typologies of construction processes leads to 
better decision making for appropriate level of 
automation in construction implementation and 
achieving project performance improvement. Results 
show that implementation of automation facilitates 
significant saving of construction time through selecting 
an appropriate process typology. The savings in time and 
cost can be quantified and could be used in decision 
making depending on the preferences of the user. 

Research Contributions: 
This research facilitates early decision making of 

appropriate automation to achieve overall construction 
process enhancement. This study demonstrates the 
application of compositional modeling, a concept in 
computer-science domain, to the field of construction 
automation.  

Limitations and future work: 
Present study focuses on low-rise residential 

construction projects and has limited number of cases at 
present. Future work involves better algorithms for time-
cost trade-off.  

The stages that are currently not included in the 
present study of overall construction processes, such as 
curing of RCC, are considered for accommodating in the 
future research work for a more comprehensive study. 
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Abstract –  

As one of the most hazardous industries, the 
construction sector is specifically dangerous due to its 
dynamic and unexpected working conditions. Among 
all the occupational risks, Fall From Height (FFH) 
accidents remain the riskiest ones for a long time, 
resulting in a huge loss for projects. Although 
numerous technologies have been adopted to reduce 
the occurring rates of FFH accidents, the results are 
not as satisfying as expected. This research aims to 
figure out both the casual factors or indicators of the 
FFH accidents and the limitations of the current 
sensing system for preventing FFH accidents by 
conducting a systematic literature review. Based on 
the findings, this study provides potential solutions to 
each limitation. In addition, this study proposes the 
optimized process of FFH accident prevention that 
enables the relevant stakeholders to make effective 
decisions on the safety issues associated with FFH 
accidents. This proposed process will set the 
foundation for system development to minimize FFH 
accidents, serving as a contribution to the body of 
knowledge. 
 
Keywords – 

Fall from height; Construction safety issues; 
Technological solutions; Improved system process 
flow 

1 Introduction 
Considered as one of the most dangerous and risky 

industries, construction sector is extremely hazardous 
due to its dynamic and complex inherence [1] caused by 
poor working conditions, direct exposure to outdoor 
environments, and unpredictable change orders [2]. 
Interactions between workplaces and workforces are 
complicated but unorganized under some circumstances. 
As a result, various occupational injuries are identified 
and addressed [3], causing by trapping, slipping, 

overexertion, electrical struck, and especially falling 
from height (FFH) of both objects and human. Based on 
the reflections from the NIOSH FACE reports [4], FFH 
is considered as the most significant occupational risk 
due to its frequently fatal consequences. Additionally, 
according to the statistics from Occupational Safety and 
Health Act (OSHA) 2021, the number of violation cases 
of fall protection is 5295, much more than the number of 
respiratory protection violations which is 2527. 
Consequently, there is an urgent requirement to mitigate 
the problem and decrease the fatality of FFH.  

After introducing the significance of FFH to the 
safety management of construction site, the general types 
and leading causes for FFH accident will be discussed. 
As summarized by Liy, Ibrahim [5], six major types of 
FFH are presented as: falling from roof, falling from 
scaffolding, falling through holes, falling from ladder, 
falling from aerial lift platforms, and falling from 
building girders or other structures. Among all the types, 
“falling from roof “ is considered as the most hazardous 
type on the basis of a questionnaire for construction 
professionals and several secondary data such as 
literature review and case studies. Moreover, four main 
kinds of causes for FFH are concluded, including 
“dangerous actions”, “dangerous working conditions”, 
“communication barriers”, and “failed management 
commitment”. Among all the causes, the highest 
contributors are “failed to wear Personal Protection 
Equipment (PPE)” for dangerous actions, “poor site 
housekeeping” for dangerous working conditions, 
“information unclearness” for communication barriers. 
Therefore, these are the key topics under discussion 
about solving problems on construction sites using 
technologies currently.  

Based both on experiences and regulations, 
traditionally, three key approaches for FFH protection are 
setting safety nets, installing guardrails, and wearing 
personal protection equipment according to OSHA rules. 
However, these measures are not accurate which 
including locally specific and worker specific, leading to 
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low efficiency and effectiveness of worker protection. 
Nowadays, numerous technologies such as radio-
frequency identification (RFID) [6], ultra-wide band 
(UWB) [7], global navigation satellite system (GNSS) 
[8], and Bluetooth low energy (BLE) beacons are applied 
to increase the accuracy and effectiveness for solving 
safety issues [9]. Here are some current functions and 
purposes of those technologies concluded from previous 
research (see Table 1).  

Table 1 Purposes of some technological 
implementations on site for falling prevention 

Technology Purpose Source 
RFID Detect and control PPE on 

site.  
[6] 

UWB Identify, track and locate 
equipment and materials. 

[7] 

GNSS Detect, categorize and 
organize risk area for 
workplace. 

[8] 

BLE Monitor and harness on site. [9] 

However, although numerous technologies are 
presented to construction site managers, due to the 
uncertainty of device effectiveness as well as the 
limitation and prerequisites for some solutions, many site 
managers remain suspicious and conservative. In order to 
explore more, a systematic literature review is conducted 
for understanding the specific reasons. After figuring out 
why most site managers refused to adopt technologies for 
mitigating negative impacts of FFH accidents, an 
improved process flow aiming at assisting stakeholders 
with decision making for safety issues on construction 
site will be proposed, based on the benefits of high-tech 
devices, prerequisites and capital costs, as well as the 
conditional effectiveness. Additionally, this proposed 
process flow will set the foundation for system 
development of minimization of construction risks, 
serving as the contribution to the body of knowledge.  

2 Research Methodology 
The research methodology selected for this research 

is a systematic literature review, including necessary 
procedures that defines the key words for searching as 
well as selection and exclusion strategy for extracting 
valuable literature information are required. Therefore, 
this research follows the guidelines created by Thomé, 
Scavarda [10] which contains four steps as: determine the 
purpose, select the database, select the keywords, review 
the relevant articles.  

2.1 Determine the Purpose 
In order to explore the reasons why site managers are 

reluctant to implement technological devices in a large 
scale, the process and mechanism of FFH accident 
prevention must be understood in advance. Also, the 
limitation, advantages, and shortcomings of current 
solutions are under investigation. Based on the results 
from literature review, elements and indicators that 
influence the decision-making process of site managers 
would be acknowledged, served as the foundation for 
framework establishment. 

2.2 Select the Database 
Based on the analysis of journal coverage, topic 

relevance and academic influence from the research done 
by Mongeon and Paul-Hus [11], Web of  Science is 
chosen due to its significant influences on natural science 
and engineering.  

2.3 Select the Key Words 
Since the purpose of literature review is investigating 

the process and mechanism of FFH accident prevention 
as well as finding out the pros and cons of current 
solutions, the topic key words for searching are selected 
as “fall from height”, “technology”, and “accident”. After 
first round selection, 81 articles from all time are shown 
(see Figure 1). 

 
Figure 1 Results from first round selection of 
literatures for reviewing 

2.4 Review the Relevant Articles 
Based on the purpose, number of citations and topic 

relevance, numerous articles are selected for reviewing. 
Among them six publications are considered as the main 
materials for literature review due to their relevance and 
contribution (see Table 2). Three categories are set for 
the articles as: (a) FFH casual factors, (b) FFH prevention 
process, and (c) introduction of technical solutions about 
FFH. The categories are listed along with the titles of 
literatures.  
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Table 2 Final literature selection for reviewing 

Title Reason of Selection 

(a) Falls from Height 
in the Construction 
Industry: A Critical 
Review of the 
Scientific Literature 
[12] 

A total of 297 articles 
concerning fall incidents 
were reviewed, which are 
enough to support a critical 
review. 

(a) Analysis of the 
Contributing Factors 
for Fatal Accidents 
due to Falls from 
Heights in Malaysia 
and the USA [13] 

Official data from the 
department of 
Occupational Safety and 
Health (DOSH) in 
Malaysia and Occupational 
Safety and Health and 
Administration (OSHA) in 
the USA are the research 
objects. 

(c) Improving the 
prevention of fall from 
height on construction 
sites through the 
combination of 
technologies [14] 

 
This research provide 
several alternative 
solutions found in the 
literature about the 
integrations between 
different technologies for 
FFH prevention. 

(b) Intelligent 
Platform Based on 
Smart PPE for Safety 
in Workplaces [15] 

 
This research proposes a 
comprehensive architecture 
about data transmission 
process with PPE.  

(b) Leading 
Indicators-A 
Conceptual IoT-Based 
Framework to 
Produce Active 
Leading Indicators for 
Construction Safety 
[16] 

 
This research presents a 
methodology about 
utilizing IoT system to 
collect quantifiable data for 
actionable response in real 
time, serving as another 
approach for optimizing 
FFH prevention process. 

(b) (c) A Fall from 
Height prevention 
proposal for 
construction sites 
based on Fuzzy 
Markup Language, 
JFML and IoT 
solutions [17] 

 
This research illustrates the 
benefits that IoT and Fuzzy 
Logic Systems (FLS) could 
provide to support 
decision-making process 
for FFH prevention. 

Three main purposes are set for the systematic 
literature review: determining casual factors and 
indicators of FFH, understanding current cyber 
infrastructure and system architecture, and discovering 

the limitations and prerequisites of current system and 
technologies for falling protection. The next step would 
be the utilization of these information. As the research 
goal is to assist stakeholders with decision making for 
safety issues on construction site, the methodology for 
this research is designing a system architecture for them, 
helping them reduce the loss caused by FFH accidents 
while controlling the budget required for technological 
implementations (see Figure 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3 Literature Review Findings 

3.1 Casual Factors and Indicators of FFH 
Accidents 

In order to provide the research background about 
causal factors and indicators leading to FFH accidents, a 
proven classification obtained from Nadhim, Hon [12] 
has been applied for this part, explained as below (see 
Table 3).  

Table 3 Classification of risk factors and indicators for 
FFH accidents from the work of Nadhim, Hon [12] 

Risk factors Indicators Quantitative 
variables (unit) 

Risk Activities Working at 
height  

Workplace level or 
height (ft) 

 Complex, 
difficult, and 
prolonged 
tasks 

Estimation of 
working time 
(hr/person) 

Figure 2 Research Methodology and Process 
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Individual 
Characteristics 

Demographi
c 
information 

Age, gender, 
weight, ethnicity 

 Knowledge 
level 

Education level, 
working and 
training time (hr) 

 Human 
behaviours  

Times of 
misjudgement and 
unsafe behaviours 

 Worker’s 
well-being 

Absence time due 
to fatigue, illness, 
average sleeping 
time (hr) 

Site 
Conditions 

Insufficient 
illumination 

Number of lights, 
illumination level 
(lux or lumen/sqft) 

 Unprotected 
platform and 
surface 

Coverage area 
under protection 
(sqft)  

Organization, 

Management 

Lack 
training 
programs 

Compulsory 
training time 
(hr/person) 

 Improper 
self-
protection 

PPE availability 
(counts) and ratio 
of wearing 

 Improper 
shifting 

Shifting times and 
break periods (min) 

 Pressure 
from 
schedule 

Time until the end 
date (day) 

Weather, 
Environmental 
conditions 

Bad weather Temperature (F), 
humidity (%), noise 
(dB) 

 Untidy 
workplace 

Empty place in a 
certain area (sqft) 

Indicators from Table 2 demonstrate the possible 
reasons which are responsible for the increasing number 
of  FFH accidents based on the descriptions mainly from 
OSHA. Also, it would be considered as the criteria for 
evaluating FFH risk level, a significant part for the 
establishment of the conceptual framework.  

3.2 Cyber Infrastructure and System 
Architecture for Preventing “Fall from 
Height” Accidents 

By investigating the prototype system from [16], [17], 
and [15], a normal FFH accidents sensing system 
contains three major layers as: perception and physical 
detection layer, transmission and computing layer, and 
service and cyber-secure applications layer (see Figure 3). 
This whole system is relying on the Bluetooth Low 
Energy (BLE) beacon monitoring system. 

• Perception and physical detection layer: As the 
lowest level of the whole architecture, all the 
physical devices such as sensors, actuators on the 
helmet, belt, and even bracelet are covered in this 
layer. Not only aiming at collecting data and 
gathering status information of both workers and 
workplace conditions, but also this elementary layer 
is also responsible for sending the data to the upper 
layers. 

• Transmission and computing layer: The purpose of 
this layer is to transfer and process the primitive 
data coming from the first layer and send the 
transformed data which is considered as the input 
data to the application layer. This layer contains 
three key components as local aggregator, service 
gateway and transmission protocol. The local 
aggregator is responsible for initially organizing 
and filtering raw data from sensors, making it 
transmittable. Service gateway is considered as the 
“gate” for service and application layer due to its 
function of receiving and securing data 
transmission. Normally, there’s a modification and 
repetition loop between the local aggregator and the 
service gateway, managing to adapt and optimize 
the system based on user preferences and 
environmental conditions. As for the last 
component, one of the widely adopted protocol is 
the Message Queue Telemetry Transport (MQTT), 
which is established on the basis of TCP/IP [18].  

• Service and cyber-secure applications layer: 
Considered as the upper part of the structure, this 
layer is importing information and store them in the 
cloud environment for both visualization and  data 
analysis such as deep learning models and machine 
learning algorithms.  
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Figure 3 Cyber infrastructure for FFH accidents 
sensing system 
 

The procedures of FFH accident prevention of this 
sensing system could be summarized as the following 
steps: equip workers with self-protection BLE lifeline 
system, detect and categorize safety area in workplace, 
send warnings to both workers and management system, 
and record the parameters from the hazardous situation 
and save them at the database (see Figure 4).  

  

 
Figure 4 Procedures of FFH accidents prevention  

3.3 Limitations and Prerequisites of Current 
System and Technologies for Falling 
Protection 

Although BLE monitoring system demonstrated 
strengths in the robustness in risk detection, convenience 
in installment, calibration and relocation, as well as 
availability of external support of map updates [9], 
several important limitations which can’t be ignored are 
presented to construction site managers, too (see Table 4). 

Table 4 Limitations and prerequisites of BLE 
monitoring system 

Items  Prerequisites  Limitations Ref 

Risk zone 
identification, 
categorization 

Analysis of 
certain areas, 
locational 
information 

Inaccuracy of 
area 
identification 
due to 
insufficient 
number of 
BLE beacons 
and opaque or 
dim 
conditions.  

[9] 

Wearable BLE 
devices 

Preinstalled 
devices and 
routinely 
maintenance 

Cheating 
detection 
required, lag 
of warning 
due to poor 
interference 
of signal, lack 
of real-time 
feedback of 
risk exposure 
due to remote 
monitoring 

[19] 

Data transfer 
through Wi-Fi 
system 

Reinstalled 
Wi-Fi routers 

Unavailable 
in isolated 
zones, 
interfered by 
metal 
materials 

[20] 

Computational 
analysis of 
worker and 
workplace data 

Sufficient 
locational and 
worker data, 
cloud-based 
database for 
storing 

Estimation of 
worker 
placement 
with respect 
to beacons 
has to be 
simplified, 
low accuracy 
for 
insufficient 
data. 

[14] 

Detect and categorize safety 
area in workplace.

Equip workers with self-
protection BLE lifeline system.

Send warnings to both workers 
and management system.

Record the parameters from the 
hazardous situation, save them 
at the database. 
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4 Discussion of Potential Solutions 
After figuring out the limitations and prerequisites of 

current sensing system, potential solutions should be 
identified and analyzed to mitigate the negative impacts 
caused by limitations. Based on the previous Table 4, 
keys to solving the limitations are proposed (see Table 5). 

Table 5 Potential Solutions for limitations/problems of 
current sensing system  

Items Problems Solutions 
Risk zone 
identificati
on, 
categorizat
ion (1) 

- Inaccurate area 
detection & 
categorization. 
(1.1) 

- GPS system + 
BIM model + K-
means clustering 
[21]  

 - Determination 
of required 
beacon number. 
(1.2) 

- Simulation on 
BIM model 

 - Potential FFH 
risks are not on 
building plans. 
(1.3) 

- Automatic-BIM 
based FFH 
identification and 
planning tool [22] 

Wearable 
BLE 
devices (2) 

- Cheating 
detection. (2.1) 

- Computer vision-
based movement 
detection 

 - Warning lag, 
lack of real-time 
feedback (2.2) 

- Real-time 
location system to 
detect the proper 
use of PPE [23] 

Data 
transfer 
through 
Wi-Fi 
system (3)  

- Unavailable in 
isolated zones. 
(3.1) 

- Global 
Navigation 
Satellite System 
(GNSS)  

 - Metal material 
interference. 
(3.2) 

- Second RFID 
signals  

   
Computatio
nal analysis 
of worker 
and 
workplace 
data (4) 

- Localization of 
workers in the 
certain 
workplace. (4.1) 

- BIM model + 
Simultaneous 
location and 
mapping (SLAM) 
algorithm [24] 

 
Explanations of the solutions: 

• (1.1): In order to categorize the area and set the 
boundaries accurately, Global Positioning System 
(GPS) is applied for locating the coordinates of 
essential points on site. By combining the data with 
3D BIM model rather than traditional 2D building 
drawings,  a more accurate risk distribution map 

could be made for construction managers, while the 
K-means algorithm could categorize the whole 
project area into different clusters based on their 
historical data about FFH accidents, risk factors, 
demographical information of workers, etc. Results 
from the analysis will be directly shown to site 
managers for further operations. 

• (1.2): One of the applications of BIM modeling is 
the 4D simulation for clash detection and making 
scheduling alternations. Hence, if 4D BIM is used 
for determining the exact location and number of 
sensors that are required on site, the cost for real-
time experiment could be diminished since the 
managers could experience the real-time situation 
simply during the simulation. 

• (1.3): According to the paper by Zhang, Teizer [25], 
they created an automatic BIM-based FFH 
identification and planning tool, which could help 
with the beacon harness system to confine the 
inspection areas for risk detection, better than 
general inspections that are time and money costing. 

• (2.1): In some cases, all the BLE devices are 
connected properly, but some workers undress the 
harness and leave them to the lifeline since it’s not 
comfortable to wear them all the time, cheating the 
system eventually. With the help of computer-
vision-based movement detection, even if the 
devices are connected, warnings will be sent if 
cameras detect suspicious cheating movements. 

• (2.2): In order to have real-time feedbacks between 
workers and the system, Dong, Li [23] designed a 
real-time location system for detecting proper use 
of PPE and giving feedbacks to workers under 
urgent circumstances. 

• (3.1): For some specific projects, including 
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highways, railways, and tunnels, Wi-Fi signals are 
not always consistent, resulting in lag of 
communications or ineffectiveness of Wi-Fi relied 
on devices. Thus, GNSS devices based on satellite 
signals are especially useful under this 
circumstance. 

• (3.2): If the BLE or Wi-Fi signals are blocked by 
metal materials such as steel beams and steel nets, 
the second RFID signal is needed for proximity 
detection, controlling the use of PPE in some 
hazardous areas. 

• (4.1): If the working environment is complicated, 
by using BIM modeling and SLAM algorithms, the 
map and environment could be worker-based, 
meaning the localization is based on worker’s 
position. The locational relationship between 
workers and workplace is adapting automatically. 

After applying those potential solutions to the current 
system processing procedure, several alternations could 
be made (see Figure 5).  

5 Conclusion and Future Research 
This study identified and analyzed the casual factors 

and indicators of FFH accidents as well as the limitations 
of the current sensing system for preventing FFH 

accidents by conducting a systematic literature review. 
Based on the analysis, this study also proposed a novel 
process flow that can support site managers’ decision 
making for minimizing FFH accidents. The proposed 
process flow will serve as the foundation for future 
system development of FFH accident minimization 
software and cloud-based management platform. The 
findings will contribute to the body of knowledge by 1) 
enabling the construction industry to deeply understand 
FFH accident and how to prevent it and 2) providing a 
practical framework for optimized procedures of FFH 
accidents prevention. 

Future studies will focus on the justification of the 
effectiveness for each solution, validating that the 
improved system can actually reduce the FFH accident 
rates on site. What’s more, the realizability of different 
integration and implementation of technologies should 
be under further investigation, along with the guarantee 
of cyber security during the data transmission process. 
Last but not least, comparison studies for the cost of the 
system implementation between previous versions and 
the improved versions will be made to demonstrate that 
the proposed improved process flow not only satisfies the 
goal of accident rates reduction but also controls the total 
budget of the project. 

Figure 5 Optimized procedures of FFH accidents prevention 
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Abstract –  

The construction industry is characterized by low 
productivity and inefficient processes. In addition, the 
level of digitalization and automation in this industry 
is low compared to other industries. Although the 
added values of using robots in the industry have been 
known for a long time and the technology has been 
available for several decades. Nevertheless, the use 
and implementation of robotic systems is still slow. 

The aim of this work is to identify the barriers to 
the introduction of robots in the existing literature 
and to supplement them with an empirical study 
focused on the German construction industry, and 
subsequently to derive meta-barriers. In addition, a 
holistic model for overcoming barriers is developed 

Based on a literature review, the already identified 
barriers for implementation in the construction 
industry are identified, clustered and five meta-
barriers are derived. The literature review is 
complemented by an empirical study in the German 
construction industry. Based on the results, the 
Construction Robotics Excellence Model is presented. 
The model serves as a generic framework for 
overcoming existing barriers and promoting the 
implementation of robotics systems in the 
construction industry. 
The results of the article show the versatility of the 
existing barriers in the construction industry and the 
need for a framework to support the implementation 
and use of robotics in the construction industry. 
 
Keywords – 

Robotics, Barriers, Construction Robotics 
Excellence Model   

1 Introduction 
The construction industry is a significant industrial sector 
in the world due to its large economic output and high 

social relevance [1–3]. Nevertheless, the industry has 
been characterized by inefficiency and low productivity 
for many decades [4,5]. In addition, the industry still has 
a low level of digitalization and automation in direct 
comparison with other business sectors [6]. This is 
attributed to the limits reached by the construction 
industry [7]. 
In other industries,  for example the automotive, 
manufacturing and aerospace industry, the added value 
of robotic systems has been known for several decades 
and has been successfully implemented in existing 
process structures [8]. In the construction industry, 
robotic systems have been developed since the 1960s 
[7,9,10]. Several fields of application [11] and added 
values have been identified [8,12], but the 
implementation of the technology is still progressing 
very slowly [7]. One reason for this are the specifics of 
the construction industry, such as the heterogeneous 
production environments and many unique processes in 
the construction projects, etc.. [6].  
This article examines and identifies these barriers to the 
introduction of robots into the construction industry in a 
global and national context. As a result, a general 
framework, the Construction Robotics Excellence Model 
(ConRoX), for companies to overcome these existing 
barriers and introduce robots is derived. 

2 Related Work 
In addition to the possibilities and potential of robots in 
the construction industry, the barriers to the introduction 
and use of robot technology in this sector need to be 
considered. In a literature analysis, a total of nine 
scientific papers were identified that address existing 
barriers to the introduction of robots in the construction 
industry. The articles were analyzed, the identified 
barriers extracted and grouped into five higher-level 
clusters. These five clusters represent generic meta-
barriers of the construction industry (s. Table 1). The 
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identified generic meta-barriers include social, economic 
and technical aspects.  The most concise meta-barrier is 
the I. Adoption & Implementation with a total of 15 
subordinate individual barriers. This meta-barrier refers 
to the complexity of the construction industry, its 
heterogeneous environment and the low level of 
digitalization and productivity. The second cluster (II. 
Skeptical Attitude) considered from the social 
perspective refers to the skeptical attitude of the 
construction industry and its fundamental resistance to 
innovation and new technologies and includes 12 
individual barriers. Another meta-barrier (IV. Lack of 
knowledge) from the social perspective considers the 
lack of knowledge and expertise of the personnel about 
the subject area of robotics and automation as well as the 
lack of competences to deal with the technologies. A 
concise economic meta-barrier (III. High Costs) is 
derived from the still high acquisition, usage and 
maintenance costs for robots. From a technical 
perspective, meta-barrier V. No Standardization results 
from the lack of uniform standards at the organizational, 
process and information technology levels. 

Table 1 List of identified meta-barriers  

Barriers Source 
List of 
quantit

y 
I. Adoption & Implementation   15 

Difficulties of implementation in 
complex structures  [18]   

Resources limitation of the 
companies [17]   

Lack of interoperability between 
organizational units and the 
general fragmentation of the 

construction industry  

[17]   

To integrate the automation 
flexibly into the overall process 

from the start 
[15]   

Traditional procurement 
methods that need to be adapted [14]   

Changes are associated with 
risks and uncertainties [14]   

Conflicts of interest when the 
contractor is added during the 

design 
[14]   

Incompatibility with existing 
construction processes [13]   

Inconsistency in the structure of 
the construction industry [13]   

The complexity of the supply 
chain with different players in 

the implementation 
[8]   

Unstructured nature of [8]   

construction site  
Different requirements 

characterize market diversity [8]   

Variability of building types  [8]   
Limitations of adopting new 

technologies in the construction 
industry  

[3]   

Adoption inefficiencies and low 
productivity of robots [3]   

II. Skeptical attitude   12 
Concerns of the workers [19]   
Basic rejection of new 

technologies of workers [18]   

The pronounced concern for 
safety [17]   

Resistance to change  [17]   
The attitude of the management 

and team level [16]   

The emotional stress of 
replacing humans with robots [15]   

The disinterest of designers in 
disruptive technologies, [14]   

Resistance to new construction 
designs [14]   

Lack of worker acceptance  [13]   
Skeptical attitudes of 

stakeholders towards innovative 
technologies 

[8]   

The expectation of a new 
technology  [3]   

Concerns about the adoption of 
a new technology [3]   

III. High costs   10 
High acquisition costs [19]   

High costs for acquisition, 
maintenance, and operation of 

robots 
[18]   

High investment and 
maintenance costs in the 

company 
[15]   

Automation is associated with 
high costs [14]   

Ownership and operation are 
associated with high costs [14]   

Cost intensity [13]   
High acquisition, operation, and 

maintenance costs [13]   

High cost of adoption  [3]   
Declining public funding  [3]   

Insufficient economic efficiency 
and associated profitability of 
introducing a robot to achieve 

[3]   
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real cost reductions 

IV. Lack of knowledge   9 
Adapting new process structures [19]   
Low level of competence in the 

use of technology [17]   

Access to technologies 
knowledge [16]   

Limited experience in 
automation [14]   

Limited practical experience of 
designers on site [14]   

Lack of knowledge of designers 
about construction methods in 

automation 
[14]   

Difficulty in handling [13]   
Low technological competence 

of project stakeholders [13]   

Unproven effectiveness and 
immaturity  [3]   

V. No standardization   6 
Lack of standardized 
construction elements [14]   

No standardized processes [14]   
Lack of references for the design [14]   
Rapid replacement and changes 

due to the high technological 
progress  

[14]   

The new roles and 
responsibilities that are 

emerging among planners 
[14]   

Difficulty in procuring robots [13]   

 
The results of the previously published articles on the 

barriers to the use of robot systems in the construction 
industry include many barriers from different 
perspectives. These perspectives were investigated, 
specified and clustered into generic meta-barriers. In the 
next chapter, the existing conclusions from the literature 
analysis are extended by an empirical study focusing on 
the German construction industry. 

3 Research Design 

3.1 General Methodology 
In the previous chapter the general state of the art on 

the already identified barriers for the use of robotics in 
the construction is elaborated based on a literature review. 

Based on the results, the general approach is set up 
with two consecutive tasks, (i) the empirical quantitative 
study and (ii) the derivation and presentation of the 
framework. In a first step, an empirical study will be 

carried out as a quantitative survey with an inductive 
approach. The topic of the study focuses on the 
identification of challenges for the use of robotics in the 
German construction industry. Additionally, the 
organizational, process and information levels are 
considered from a strategic and operational perspective. 
The evaluation of the survey provides barriers for the 
implementation of robot systems in the German 
construction industry. The barriers are specified into the 
three categories - social, technical and economic. Based 
on the results, a general framework for the qualitative 
implementation and effective and efficient use of robotic 
systems is designed. This framework is termed the 
Construction Robotics Excellence (ConRoX) model. For 
a better understanding of the ConRoX model, the 
individual components are explained in more detail. This 
is followed by a discussion of the added value of the 
ConRoX model, its limitations, and its future potential 
for the construction industry.  

At the end of the article, a critical review of the results 
is provided and an outlook on the resulting research is 
presented.  

3.2 Structure of the empirical quantitative 
study 

The structure of the empirical part is developed 
according to Diekmann and divided into the (a) data 
collection and (b) data evaluation. [13]  

The primary question for the empirical study focuses 
on the barriers for the implementation of robotics in the 
German construction industry. The survey expands on 
the knowledge already gained from the preceding 
literature analysis. 

The data collection method of the empirical study is 
conducted as an internet survey [13,14]. The survey is 
explicitly aimed at professionals in the construction 
industry. The conscious selection of the interviewed 
group is chosen with care and a total of three criteria that 
have to be fulfilled are defined as markers. The first 
criterion is several years of professional experience 
and/or an academic title of the respondent in the field of 
civil engineering as well as initial experience in robotics. 
The second criterion is the existence of the company's 
main business field in the German construction industry. 
The third and last criterion is that the respondent's field 
of activity must be in the construction execution phase. 

For the experimental design of the Internet survey, the 
ex-post-facto design is chosen and conducted as a cross-
sectional survey in a period of six weeks [15–17]. To 
obtain measurable and representative results, no limit is 
set on the number of participants. [13,18]. For the 
analysis of the collected data, an inductive approach 
using the statistical method of inferential statistics is 
provided. The method of inferential statistics for 
analyzing the survey data is used to derive general 
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statements about the barriers of the robot implementation 
in the German construction industry from the results 
[17,18].  

The survey is structured according to Raithel and is 
implemented as a written, structured and standardized 
online survey. In the process, individual persons are 
questioned in a structured manner [15]. In total, the 
survey contains 26 questions with a mixture of closed-
ended (73%) and hybrid (23%) and one open-ended 
questions (4%). The questions are divided into five main 
categories - General information of the respondent 
(category 1), the status quo of robotics in the respondent's 
company on the topic area (category 2), barriers 
(category 3) and drivers (category 4) of the 
implementation of robotics and the approaches to 
overcome the barriers (category 5) [19]. The main focus 
in this paper is on categories 2 and 3 due to only capturing 
the existing experience of German enterprises with 
robotics and elaborate the significant barriers. The other 
categories are not considered in this research paper.  

In category 3, respondents were given 32 different 
hypotheses to choose from. These hypotheses were 
divided into three categories - social, technical, and 
economic - for further specification [13,14,19] The basis 
of the 32 hypotheses findings from the knowledge is 
derived from the identified barriers from the previous 
literature analysis. To assess the importance of all 
predefined hypotheses, a unipolar ordinal scale with a 
total of six response options ranging from “disagree” (1) 
to “strongly agree” (6) is provided for the evaluation. The 
ranking of the most important barriers is made based on 
the cumulative sum (presented as a cumulative 
percentage) of the level of agreement Sz (Sz: sum of the 
positive responses of option 5 & 6). The barriers with the 
highest level of agreement are presented in Table 2 as 
survey category results. 

4  Empirical Quantitative Study 

4.1 Data Collection 
The survey data was collected using a web survey 

over a period of six weeks, from August 16th, 2021 to 
September 27th, 2021. The respondents were limited to 
specialists and managers in the construction industry. 
The focus of the study was on the German construction 
sector. A total of 130 companies and associations were 
contacted. However, merely 65 questionnaires were 
completely answered. The overall response rate of the 
surveys is 50.0%. According to Diekmann, a response 
rate of over 20% are rarely achieved, tending to be around 
5% [13]. For this reason, the existing response rate of 
50.0% can be classified as representative. 

4.2 Data Evaluation 
Due to the focus in this scientific article, the 

following evaluation of the study will focus on category 
3 (barriers to implementing robotics). In addition, 
Category 2 (status quo of robotics in German enterprises) 
is evaluated at the beginning of the evaluation. The other 
categories will not be considered within the scope of the  

research article.  

4.2.1 Results: Experience with Robotics in 
German construction companies 

This section evaluates the questions in Category 2 – 
the status quo of robotics in German enterprises. The 
result was that the majority of the respondents in total 
73.7% have not yet gained knowledge about the use of 
robotics and automation technologies. In contrast, 26.3% 
of the respondents already gained experience using 
robots, either directly in the traditional in-situ execution 
(11.6%) or in industrial prefabrication (14.7%) (s. Figure 
1). Next, the expected time horizon for the 
implementation of robotics and automation technology 
was asked. Only 5.30% are already planning 
implementation. For 23.2 %, the implementation is 
planned in 5 years, for 12.5 % in 10 years, for 14.3 % in 
15 years and for 17.9 % not at all. construction companies 

 
Figure 1 Use of robotic systems in German 
 

 

4.2.2 Results: Barriers of robotic implementation  

The ranking of the most important barriers (s. Table 
2) is based on the cumulative sum (represented as 
cumulative percentage) of the level of agreement Sz (Sz: 
sum of positive responses of option 5 & 6). The barriers 
with a degree of agreement Sz > 55 % were characterized 
as main barriers after the evaluation. In total, 12 main 
barriers on a social, technical and economic level were 
identified from the 32 hypotheses with the corresponding 
level of agreement.  

Seven barriers were identified in the economic area. 
Hence, this area presents the most barriers. The barriers 
relate on the one hand to monetary aspects, such as a lack 
of resources in the company, high acquisition costs and a 

No
73,7%

Yes, in classical 
on-site processes

11,6%

Yes in the 
prefabrication

14,7%

Yes 
26,3%
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lack of incentives from the state. On the other hand, they 
address strategic issues, such as a missing consistent 
implementation strategy or a lack of best practice. The 
high number of economic barriers illustrates the 
importance of the field for future construction robotics. 
Above all, clear overarching strategies and financial 
support are needed in this context. On a social level, three 
barriers were identified. These are all in the context of a 
lack of expertise and training opportunities, as well as a 
lack of knowledge about the potential uses of robotics. 
Without increased knowledge of the technology, 
companies do not yet see the point of implementing it, as 
the long-term added value is not yet obvious. On the 
technical level, two barriers were identified. The 
respondents consider the dynamic and heterogeneous 
construction site environment and the lack of 

standardization of processes to be the main obstacles.  
In the comparison of the results of the literature 

analysis and the empirical study, it can be deduced that 
each identified individual barrier of the studies can also 
be classified in the meta-barriers. This strengthens the 
generality of the meta-barriers and its broad applicability. 

The other 20 hypotheses from the survey consider, for 
example, aspects relating to the use of data in the 
construction industry, human-machine collaboration on 
the construction site, or a lack of acceptance and 
resistance among employees. These aspects were rated as 
manageable by the respondents.   

 
 
 
 

Table 2 Identified barrier to construction robotics implementation. 

Barriers 
Results of the Evaluation [%] Sz 

(5+6) 
[%] 

Meta- 
Barrier 

1 2 3 4 5 6 
A. Social Level  

A.1 Lack of advanced training 1.0 8.0 6.0 10.0 40.0 36.0 76.0 IV. 
A.2 Low level of employee expertise 1.0 9.0 7.0 11.0 27.0 45.0 72.0 IV 

A.3 Lack of knowledge about possible applications slows 
down implementation 0.0 1.0 11.0 16.0 39.0 33.0 72.0 IV 

B. Technical Level  
B.1 Lack of standardized processes 0.0 8.0 12.0 20.0 37.0 23.0 60.0 V. 

B.2 Problems due to dynamic construction site environment 7.0 5.0 14.0 19.0 38.0 17.0 55.0 I. 
C.  Commercial Level  

C.1 Limited resources for SMEs 1.0 3.0 4.0 18.0 41.0 33.0 74.0 I. 
C.2 High acquisition costs 0.0 1.0 13.0 20.0 27.0 39.0 66.0 III. 

C.3 No consistent implementation strategy 0.0 0.0 12.0 27.0 35.0 26.0 61.0 V. 
C.4 Lack of government support for the use of robotic 

systems 0.0 11.0 4.0 24.0 33.0 28.0 61.0 III. 

C.5 Lack of skilled workers in the construction industry for 
the implementation 0.0 4.0 11.0 24.0 34.0 27.0 61.0 II. 

C.6 Tight project timeline leaves little time to implement new 
technologies 7.0 4.0 4.0 24.0 29.0 32.0 61.0 I. 

C.7 No existing best practice 0.0 1.0 11.0 31.0 34.0 23.0 57.0 V. 

5 Construction Robotics Excellence 
Model 

In order to compete in the increasingly dynamic and 
complex economy, continuous improvement of the 
company at the strategic and operational levels is 
essential [20–23]. This continuous optimization goes 
hand in hand with the pursuit of excellence of the 
company [22,24]. As a support and framework for 
companies to cope with complexities, adapt to constant 
changes as well as increase performance, a variety of 

excellence models have been developed in the last 
decades for a wide range of sectors [25,26]. There are 
generic, cross-industry models of excellence, such as the 
Malcolm Baldrige National Quality Award (Baldrige), 
European Foundation for Quality Management (EFQM), 
Deming Prize Japan or the National Quality Award and 
Swedish Institute for Quality (SIQ) [22,27,28]. In 
addition, there also exist discipline-specific excellence 
models, such as the Service Excellence Model [29], the 
Marketing Excellence Model [30], the Sustainable 
Excellence Model [31], the Data Excellence Model [32] 
or the Construction Excellence Model [33] and many 
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more.  
Derived from the twelve identified barriers in the 

literature review in conjunction with the defined meta-
barriers from the literature review, the Construction 
Robotics Excellence Model is presented as a holistic 
solution approach. The Construction Robotics 
Excellence Model (ConRoX Model) is a generic 
framework to overcome the existing barriers and for the 
qualitative implementation of robot systems in the 
construction industry (see Figure 2). The ConRoX model 
considers all necessary levels - organization, processes 
and IT - of a construction company. Furthermore, the 
model shows which criteria are necessary as enablers for 
the use of the existing interface potentials between the 
robot systems and the business capabilities of the 
company. 

The ConRoX model is divided into three 
interdependent areas - potentials, enablers and results.  
The first area of potentials serves to create knowledge 
about the robotic capabilities, to identify synergies with 
the company's own corporate capabilities and to identify 
fields of application. The step of identifying potentials 
results from the defined economic and social barriers of 
the empirical investigation. Thereby the social barrier 
A.3 is overcome, since basic knowledge is identified 
before an acquisition and/or employment of the robotics 
in the enterprise. At the same time, potentials are 
identified to support the minimum resources in the 
company (C.1) and the basis for an implementation 
strategy (C.3) and new required organizational and 
process structures (B1) are defined. 

Table 3 Derivation of the enablers 

Barriers from 
survey 

Meta-
Barrier 

Resulting enabler 

A2, B1, C1, C5  
I.; V. Organization 

II; V. Roles & 
Responsibilities 

B1, B2, C6 V.; III. Processes & 
Methods 

A1, A2, A3, C5 II; IV. Training & 
Education 

C4, B1, B2 I.; V. Legal & 
Regulations 

Manageable 
barriers according 
to survey results, 
yet an important 

technological 
component for the 

companies for 
robotic 

implementation 

I.; V. Data 

I.; V. Application 
Systems 

 

The second stage, “Enablers and Implementation”, 
lists seven relevant parameters for a successful 
implementation of robotic systems. These seven 
parameters include an implementation from different 
perspectives and cover all relevant company levels - 
organization, processes, data and application systems.  
Table 3 shows from which identified barriers the 
individual enablers were derived. The enablers support 
the overcoming of the barriers to the multi-beneficial use 
of robotics when applying the ConRoX-model. 

All defined enablers result from the indexed barriers 
of the survey and the defined meta-barriers. Therefore, 
they are directly related to the barriers and consequently 
contribute to their direct elimination (see Table 2). In 
addition, the important technical component of data and 
application systems is included in the model. Thus, all 
essential aspects on the social, economic and technical 
level are considered in the model. 

Furthermore, the ConRoX model refers to the 
definition of a company-wide robotics strategy as well as 
to the definition of concrete goals and use cases for the 
future use of robotics systems in the company. The 
parameters located in the inner circle of the model 
(Robotic strategy, Robotic Objectives and Robotic Use 
Cases) result from the barriers C.3-No consistent 
implementation strategy and C.7-No best practice. They 
provide the company with a guideline for the 
development of a company-wide robotics strategy and 
the definition of concrete objectives as well as use cases 
for the use of robotics in the company.  Since the enabler 
level is a key component, the level is further integrated 
with a continuous improvement (CIP) approach.  The 
third level of the model are the results of the successful 
use of the identified potentials (level 1), considering the 
enablers for implementation as well as the precise 
definition of strategy, goals and application fields. The 
results of the third level and the simultaneous successful 
implementation and use of robots in the company 
counteract the barriers C.2-High acquisition costs and 
C.7 n-o best practice. Through the positive results, new 
best practices are defined in the company, new 
knowledge is generated and the added value of the use of 
robots compared to the high acquisition costs becomes 
apparent.   The intended result through the use of the 
model is the increase of the business value of the 
company and the achievement of excellence in the 
company in the economic (Business Excellence) and 
technical (Robotic Excellence) aspects. The foundation 
of the model is the company's general and permanent 
pursuit of excellence and continuous self-optimization.   

6 Discussion 
The aim of the article was to develop the Construction 

Robotics Excellence Model based on the previously 
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identified barriers and defined meta-barriers for the 
implementation of robotics in the German construction 
industry. As a result of the literature analysis, five meta-
barriers were defined and enriched by the results of the 
survey with a total of twelve significant barriers on a 
social, technical and economic level. The barriers 
identified in the literature and the empirical study show 
the need for a generic framework for the implementation 
of robotics in the construction industry. This gap is 
addressed by the model. It serves as a guide for 
construction companies that want to implement robotics 
systems in their enterprise structures in the future. In 
addition, the model identifies seven essential enablers at 
the organizational, process and information levels in the 
company. These enablers serve a company before and 
during the implementation phase for the successful 
implementation of robotic systems and the achievement 
of resulting added values. The model closes a significant 
gap and minimizes existing obstacles and corporate 
reluctance to adopt robotics. In addition, the use of the 
ConRoX model will simplify the implementation of 
robotic systems and make it more efficient. In this regard, 
the model will also further promote interest in robotic 
systems in the construction industry. Likewise, the model 
will help to increase the level of automation in the 
industry as a whole, thereby increasing its productivity in 
the long term. 

The ConRoX model is comprehensively described as 
a strategic framework for implementing robotics systems 

in the construction industry based on identified barriers 
in this article, but it still requires consideration of 
limitations. For example, the survey only considered the 
German construction industry and placed it in context 
with existing findings from other literature. In addition, 
65 people participated in the survey. For further 
specification of the model, the next step should be to 
obtain further expert opinions, for example through 
interviews. The model is a first generic approach to 
support the implementation of robotic systems in the 
construction industry. The ConRoX was developed based 
on the identified barriers in conjunction with knowledge 
of existing models of excellence from other industries. 
As a result, further scientific review and further 
specification of the model's content is needed. In addition, 
the model should be tested for practicality in defined, 
realistic use cases in collaboration with companies. 

In future research, drivers for the implementation of 
robotics in the construction industry in a national as well 
as international context should be investigated in addition 
to the already identified challenges. Moreover, the 
holistic model should be checked for validation. 
Furthermore, an additional specification of the contents 
of the generic model is required. To ensure that the 
theoretical model can also serve for companies in 
practice in the future, its practical usability should be 
investigated in specific use cases with partners from the 
industry. In addition, research should be conducted to 
identify key performance indicators and application areas 

Figure 2 Construction Robotics Excellence Model (Own representation based on [32]) 
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for robotic systems in the construction industry.  

7 Conclusion  
This paper presents a holistic framework for the 

adoption of robotics in the construction industry derived 
from the identified barriers. At the beginning, a literature 
review is conducted to analyze the existing barriers to the 
adoption of robotics in the construction industry and the 
derivation of meta-barriers. This is followed by an 
empirical study to identify barriers that are specific to the 
German construction industry. As a result, a total of 
twelve barriers are identified. Based on the identified 
barriers the Construction Robotics Excellence Model is 
developed. The model serves as a generic framework for 
companies to implement robotic systems. The ConRoX 
model considers three different areas of robotics 
implementation - the potentials, the enablers and the 
results for qualitative implementation. Furthermore, the 
model presents the expected results of successful 
implementation at the end.  

Despite the ConRoX model, further research 
activities in the field of construction robotics are needed 
in the future to explore the existing technical, economic 
and social problems and to further minimize the existing 
passive mindset of the industry. In this way, the added 
value of robotics technology can also find its way into the 
construction industry in the medium and long term, 
increase productivity and counteract the shortage of 
skilled workers 
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Abstract 

Construction documentation is necessary on every 
project. Information captured must be accurate, 
timely and actionable. With several technologies and 
techniques available, the aim of this study is to 
determine the current state of the industry on this 
topic. The objectives of this study are to investigate 
the status of construction documentation, understand 
different technologies efficiency and practicality for 
their deployment to monitor construction progress. A 
mixed methods approach used a survey and interview 
instrument to distribute to professionals within the 
construction industry. Data from surveys was 
analyzed and later validated with thematic analysis of 
interview data. Main findings include that a single 
documentation technique or technology is not 
available to fit all scenarios and solve all 
documentation problems. Most of the documentation 
is done on the job site by project team members that 
are there, including superintendents and project 
managers. Still imagery and video are being captured 
daily on almost every job site. It takes more 
technically trained professionals to deploy more 
advanced technologies like laser scanning and drones. 
The primary decision for when a technology is 
deployed is determined by the type of data to be 
collected or the problem to solved.  Within each of 
these groups, the decision is made based on four key 
issues including cost, speed, data value, and training 
required. 

 
Keywords – 

Progress Monitoring; Reality Capture; As-Built 
Documentation; 360 photography; Drones; Laser 
Scanning 

1 Introduction 
Progress monitoring is a critical and challenging task 

required of a project manager. Inspections of 
construction progress are often manual and time 
intensive. Delivering a project on time and within budget 
requires active management of unique trades, all 

operating on different timelines toward a common goal. 
Therefore, it is imperative to have constant progress data 
available to ensure a project is on schedule and within 
budget [1]. Progress monitoring data must be accessible, 
actionable, and easily comparable so that corrective steps 
can be taken when problems arise. Progress monitoring 
is ineffective if its review cannot result in accurate 
remedial action. 

Capturing the data required comes in many formats. 
Several technological advances have moved the industry 
away from the original method of progress tracking of 
doing it manually and recording it on paper. These 
include Light Detection and Ranging (LiDAR), 
photogrammetry, static imagery, and radio-frequency 
identification (RFID). Research by Omar and Nedi [2] 
classify technologies used for progress monitoring data 
collection into four categories: Enhanced IT, Geo-spatial, 
Imaging, and Augmented Reality [2]. These disciplines 
have matured over the past several years through 
increases in accuracy, reduction in time, and decreased 
cost. However, there is not a consensus on what 
technologies solutions solve which specific construction 
problems [3]. 

As-built documentation is an important part of the 
construction ecosystem. Being able to document the 
location of key systems within a building with 
supplemental data is a huge asset for owners and facilities 
managers. Being able to communicate that information 
with all the stakeholders in a project is equally valuable. 
How this is best accomplished has not been agreed upon 
within the AEC industry. There is a lack of 
standardization in how this data is collected, stored, and 
distributed to various stakeholders. This is a result of the 
numerous variables used to determine how progress 
monitoring data in captured. The sheer quantity of data is 
also a hindrance to valuable data collection and 
dissemination. It is estimated that the average 
construction project will generate more than 400,000 
images [4]. 

The ever-evolving nature of technology necessitates 
periodic review of best practices and recommendations 
from previous research. Sensors become more accurate, 
computers calculate faster, and storage has moved to the 
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cloud. The recent attention on technological solutions to 
the construction industry’s problems has stimulated the 
growth of progress and improvement. Companies that 
specialize in reality capture are competing for better 
accuracy, range, and speed which is driving down costs. 
Leica, a prominent manufacturing of LiDAR technology, 
now sells a laser scanner for $18,000, compared to an 
entry level model sold three years ago for £30,000 [1]. 
Technologies have the potential to be combined as they 
continue to mature. For example, the combination of 
small unmanned aerial systems (sUAS) and LiDAR. 
sUAS are currently being used for photogrammetry, 
because the photography industry is mature enough to 
combine high resolution in a small form factor. Research 
is being conducted on improving the navigation and 
autonomy of sUAS [5]. How all these technologies come 
together to solve problems in progress monitoring is not 
standard. The progression of technology and its 
integration into construction progress monitoring needs 
to be evaluated and understood. 

2 Literature Review 
Construction progress monitoring is a core 

component to managing any construction project. 
Knowing the progress of a project is integral to its 
success, much like managing quality standards and a 
budget. Construction progress monitoring gives project 
managers the ability to control schedule, budget, and 
unforeseen problems by comparing current conditions 
with a benchmark [1]. This task is often manual, 
involving multiple personnel from various disciplines. 
Not only does it require the attention of the general 
contractor, but also the design team and owner. All 
parties involved in a construction project require accurate 
and timely information on the status of the project to 
make informed decisions. How this data is collected and 
shared is constantly evolving due to the strides in 
advancing technology. Kopsida et al. [1] present a review 
of literature on the status of progress monitoring 
technologies by evaluating the following metrics: utility, 
time efficiency, accuracy, level of automation, required 
preparation, user’s training requirements, cost, and 
mobility. They conclude that due to all metrics being 
considered and the complexity of construction projects, 
no general approach to construction progress monitoring 
can be recommended at this time [1].  

Untimely detection of discrepancies between as-built 
conditions and as-designed plans are far too common on 
construction projects. Managing reliable progress data 
and integrating it into other project management systems 
is critical to remaining on schedule and avoiding delays. 
Unfortunately, traditional manual approaches do not 
integrate well [2]. Traditional methods are being replaced 
by various technologies, which are benefiting from the 

move toward automation. Laser scanning and 
photogrammetry are promising for indoor applications, 
but due to the lack of automation in object recognition 
they do not meet the researcher’s threshold for an ideal 
use case [2]. “The future of the construction industry is 
of a highly automated project management environment 
integrated across all phases of the project lifecycle” [2]. 

Categorizing the various progress tracking 
technologies allows for greater comparison and 
application for their potential problem-solving ability. 
These categories each have their strengths and 
weaknesses, but all lack in automation. Manual input is 
required at some level in each of these areas [2]. Further 
advances in holistic automation and integration with 
current construction monitoring systems is required. 

Collecting data for progress monitoring creates the 
secondary problem of data storage and collaboration. 
Multiple independent systems are utilized on 
construction projects creating enormous amounts of 
digital data. For example, on a 20,000m2 building project 
in Champaign, IL, the construction management team 
collects an average of 250 photos per day [6]. Storing and 
sharing data when the file count is in the hundreds of 
thousands become a problem in and of itself, separate 
from progress monitoring [4]. With several file formats 
and interested parties, sharing data that is easily 
organized and distributed is a problem. “The AEC 
industry does not have a comprehensive visual dataset” 
[4]. Finding a universally accepted format and 
organizational structure is paramount to continue down 
the path of automation in progress monitoring. Taking 
photos or video on a jobsite is essential, as well as the use 
of BIM. However, there is not a systematic way for 
integrating the two. Several factors were found causing 
this problem: image to BIM alignment, unordered images, 
and distortion. Han [4] also notes several issues with 
point cloud to BIM technologies trying to integrate big 
visual data, object detection and agent localization. 
Specifically, solving the perspective-n-point problem 
would allow for greater automation in processing visual 
data from multiple sources [4]. 

2.1 Automation 
Part of automating progress monitoring is 

recognizing work activities. Difficulties in distinguishing 
various stages of work activities create problems when 
automating the process of assessment. “It is difficult to 
differentiate between forming, placing, and back-filling a 
concrete foundation wall and inferring the current state 
of progress” [7]. Recognizing what is happening in 
collected data and comparing to what was designed is 
still being developed. Yang et al. [7] discuss two methods, 
occupancy-based assessment and appearance-based 
method. The first method uses point clouds of as-built 
conditions and overlays the data on the design model to 
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detect discrepancies as well as utilize 4D BIM to track 
scheduling progress. The second method uses 
photogrammetry to create point clouds from images to 
identify materials, their quantities, and compare to the 
schedule [7]. 

Structure-from-Motion (SfM) is another technique 
used to automate progress monitoring. SfM uses as-built 
point cloud data and automatically registers photographs 
over the mesh model [6]. “SfM aims to reconstruct the 
unknown 3D scene structure and estimate camera 
positions and orientations from a set of image feature 
correspondences” [8]. This technique is key to the 
registration of photos to visualize progress compared to 
as-planned models. All of the methods presented by 
Golparvr-Fard et al. use this technique [8]. 

2.2 Challenges 
One of the main obstacles to as-built documentation 

and progress monitoring is the accuracy of the data 
collectors. Laser scanning is becoming more precise and 
photogrammetry algorithms are processing point clouds 
with greater detail [4]. However, different scenarios 
require various levels of accuracy. Photogrammetry is 
not ideal for interior work [1]. Fine details that 
distinguish various levels of completeness of interior 
work are not easily determined from photogrammetry 
data. Laser scanning is better suited for high accuracy and 
range [4]. “If the accuracy and quality level desired for 
a particular application is not high (i.e., error < 10 cm, 
and completeness rate > 80%), image-based methods 
constitute a good alternative for time-of-flight-based 
methods” [3].  

The second obstacle in effective progress monitoring 
is the lack of consistency in data collection. Not only does 
the accuracy of the data collection vary, so does the type 
and frequency of data collection.  Individuals collecting 
the data must interpret in real time what needs to be 
captured, how it needs to be captured, and the way it 
should be presented [6]. Progress monitoring data can be 
collected through numerous types of equipment such as 
cellphone photography, LiDAR, 360 photography, sUAS, 
and written daily reports. All of these methods require 
extensive as-planned and as-built data extraction from 
construction drawings, schedules, and daily construction 
reports produced by superintendents, subcontractors, and 
trade foremen [6]. All of these variables combine to 
create a unique situation on every constructions site 
based on the people involved, type of project, and 
equipment available. Not only is the data itself 
inconsistent, but so is the interpretation of the 
information. Data may be collected with the intent of 
highlighting one thing while it is interpreted in another 
way as it is distributed to various stakeholders. 

The third obstacle in effective progress monitoring is 
the level of automation of a system. Scan to BIM lelve of 

automation is currently being researched in the industry 
[9]. It is cumbersome and resource intensive to interpret 
visual data manually [10]. Bosché et al. [9] introduced a 
system to further automate the Scan-vs-BIM technique, 
specifically for MEP components. The original approach 
of Scan-vs-BIM can only recognize objects within 5 cm 
of their as-planned locations. The new approach 
proposed by Bosché et al. [9] is more accurate, and lends 
itself to higher degrees of confidence at greater distances. 
The second finding of the study is in regard to “pipe 
completeness recognition”. Recognition is defined as, 
“the type of object can be discerned. More specifically 
here, this mean that the analysis of the features enables 
discerning objects of a specific type (e.g. pipes with 
circular cross-sections)” [9]. The new method proposed 
by the researchers can match cross-sections with greater 
degrees of confidence by matching at regular intervals of 
10 cm. Other methods do not measure at regular intervals, 
which can lead to errors in detection and recognition. The 
new method performed better and validated elements at 
higher levels of confidence compared to the original 
method in identifying as-built MEP pipes to as-planned. 
Scan-vs-BIM or any proposed approach to compare as-
built conditions vs a BIM model assumes a model that is 
continually updated with every architect’s supplemental 
instructions (ASIs), requests for information (RFIs), 
requests for proposal (RFPs), or change orders [6]. An 
incomplete model will sabotage any attempt at progress 
monitoring that relies on BIM to produce timely and 
informative decisions. Additional work is needed in this 
area to reliably interpret visual data in complex 
environments such as a construction jobsite [11]. 

2.3 Progress Monitoring 
Progress monitoring of construction activities takes 

on many forms. Karsch et al., [10] conducted interviews 
of experts and describe a method of progress monitoring 
consisting of notes and photos taken on smart phones. 
Their participants describe this method of documentation 
“subjective” or “unreliable” [10]. With the prevalence of 
smartphones, it can be reasonably concluded that pictures 
and video in combination with email is the most common 
form of documentation and progress monitoring because 
of its familiarity and deployment among the general 
population. However, this does not mean this system is 
the most effective. Several interview participants 
commented the need for a much higher level of 
automation and analysis [10]. 

Image based systems have become the primary 
technology for progress monitoring of construction sites. 
Several LiDAR based methods have been proposed by 
previous researchers, but the most recent research reveals 
a turn toward image-based methods. The low cost of 
digital cameras and the implementation of high-
resolution cameras on smartphones has enabled the 

616



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

capture and sharing of construction photography to 
become more relied upon [6]. Prices on laser scanners 
will, drop yet they are unlikely to catch up with those on 
cameras soon since their manufactures do not respond to 
the competitive mass market of digital cameras [6]. In 
general, many recent methods for monitoring 
construction projects have moved to image-based 
techniques. Just like laser scanning techniques, image-
based methods capture occlusions during the 
documentation stage. Static occlusions, which are a 
product of progress itself, and dynamic occlusions, which 
are the capture of moving objects such as people, vehicles, 
and equipment [6]. 

3 Methodology 
The research methodology used for this study is 

mixed methods. A sequential explanatory design was 
chosen to further explain and interpret the quantitative 
data from survey via semi-structures interview based 
qualitative data. This approach is in two phases, first a 
survey instrument to collect quantitative data and then 
semi-structured interviews to collect qualitative data. 
Interview participants were chosen from those who 
participated in the survey in order to further investigate 
the motivations behind the survey results. Preliminary 
data for this research was collected through a literature 
review. Literature review main findings were used to 
develop a survey instrument. The survey was first 
distributed to a small group of five industry professionals 
as a pilot to receive feedback. The survey was then 
distributed by email with an anonymous link to industry 
Virtual Design and Construction (VDC) personnel to 
determine the deployment of specific technologies. This 
survey was web-based and included questions that were 
open-ended and scaled. A snowball method was used to 
distribute the survey to construction professionals. The 
survey did not include personal demographic questions 
to maintain confidentiality and limit any potential of 
matching responses with participants. Two definitions 
were given to participants for consistency in terminology, 
construction documentation - data captured in various 
formats that describes the current status of a construction 
activity and progress monitoring - the process of 
comparing current construction documentation data with 
past data to compare and identify the progression of 
construction activities. The survey consisted of thirty-
two questions covering the themes of departmental 
demographics, technology specific questions, progress 
monitoring, value, and general remarks. Once survey 
data was analyzed, main findings were used to develop 
questions for a semi-structured interview format.  

4 Results and Discussion 

4.1 Quantitative Results 
The survey portion of the mixed method study was 

answered by 56 respondents, 48 of whom answered all 
the questions. 53% of respondents were employed at 
companies larger than $1.5 Billion in revenue per year. 
This indicates that a majority of the respondents worked 
in large companies. Survey participants showed a high 
level of experience with 32% indicating more than 10 
years’ experience and another 25% between 5 and 10 
years of experience in the construction industry. Due to 
space restrictions, limited amount of data is presented 
here. 

 
The importance of progress monitoring is 

underscored by responses to a survey question asking 
respondents about on how often they document it, as 
shown in Figure 1. The overwhelming majority of the 
participants, 28 out of 48 indicated that they updated the 
progress schedule on a daily basis. 

 
Figure 1. Frequency of Project Progress Monitoring 
 
Survey participants were given the choice to select all 

of the technologies that they use to document 
construction project progress. This was mapped against 
how often they use them on a project. Not surprisingly, 
still imagery and video were chosen as the technology 
that is most commonly used on a daily basis, as shown in 
Figure 2. Those participants who noted they document 
daily, also reported that they use drone footage about half 
of the time. One respondent noted that they use laser 
scanning on every project, and document about 2-3 times 
per week. 
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Figure 2. Frequency of project progress monitoring 

and technology tools used 
Respondents were asked to rate how satisfied they 

were with the data collected by various methods to 
capture construction progress. The choices presented to 
the respondents were on a 5-point Likert scale ranging 
from ‘Extremely Satisfied’ to ‘Extremely Dissatisfied’. 
The numbers of respondents who indicated ‘Extremely 
Satisfied’ about a particular technology/tool is shown in 
Figure 3. Results indicate that respondents felt that laser 
scanning and drone mapping provided the most accurate 
data to document construction progress monitoring. The 
results are in keeping with other researchers’ findings 
that indicate project managers prefer a variety of ways to 
document visual project data [12]. 

 

 
Figure 3. Respondent satisfaction with progress 

monitoring technology tools used 
 
Respondents were further probed about what 

technologies they used to document construction 
progress, based on the scope of work being recorded. The 
technologies chosen by scope of work varied and no 
single technology available currently was identified by 
the respondents as the best solution for documenting all 
areas of a project. Concerning the documentation of site 
work, drone mapping/scanning was selected as the best 
technology for this scope of work. 

The technology selected by participants for the 
documentation of structure was laser scanning, followed 
by 360-degree photography. Documenting the skin of a 
structure produced the choice of still imagery followed 

by drone photo/video and then 360-degree photography. 
For interior framing, participants selected 360-degree 
photography as the best technology with 11 total 
responses and still imagery with 10 was a close second. 
For finishes, participants selected still imagery as the best 
technology with 17 responses followed by 360-degree 
photography with 8 responses. 

Participants noted several different software 
platforms they use for monitoring progress of 
construction projects. The two mentioned most 
frequently were Procore and StructionSite. These 
platforms allow for seamless dissemination of 
information, especially media to various stakeholders. 
This is useful as the majority (91%) of participants 
commented that they do share documented activities with 
other project stakeholders. Participants did note that they 
have not received feedback from project stakeholders on 
a preferred format for documentation data, 58% vs. 42%. 
However, more participants chose that they do not use 
any form of documentation in lieu of in-person visits to 
the jobsite, 61% vs. 39%. Conversely, 73% of 
participants said they do use digitally documented data 
for inspections or verification of work performed, while 
23% said they did not. 

Survey participants ranked their preference on the 
technology that provided the best cost/benefit ratio. Only 
2 responses separated the first three choices, still imagery, 
360-degree photography, and laser scanning. 56% 
indicated that choosing a third party is the worst choice 
based on a cost/benefit ration. Not surprisingly, 59% of 
survey participants chose still imagery as the technology 
that requires the minimum amount of effort to produce a 
finished product for documentation. Almost 50% of 
respondents said laser scanning provides the most 
valuable information for documentation see Figure 4. 

 
 
Figure 4. Most valuable information for documenting 

project progress 
 
Participants were asked about which tool seemed to 

be the most promising one for future development to 
document project progress monitoring. The results 
indicate drone mapping, laser scanning and 360-degree 
photography are expected to get better and have the 
greatest potential to document construction progress in 
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future projects. 
 

 
Figure 5. Most promising technology to document 

construction progress in future 
 

4.2 Qualitative Results 
Eight participants were selected from the researchers’ 

established professional network, who had completed the 
survey to be interviewed. Research has shown that 8-
interviews are appropriate to reach 80% saturation rate in 
qualitative interview based studies [13]. Interview 
questions were designed to explore in further detail the 
reasons behind certain choices being made by VDC 
personnel in the construction industry. No attempt was 
made to connect survey responses with interview 
participants to maintain confidentiality of survey results. 

Interviewees responded to which currently is best for 
documenting construction by saying laser scanning and 
360-degree photos. Laser scanning is the most 
comprehensive technology while 360-degree photos and 
videos are good for easily digestible data. One 
interviewee said, “Laser scanning is best overall. But a 
lot of people aren't willing to pay, you know, $30,000 for 
a laser scanner. The 360-degree photos are a quick and 
simple tool that is a lot cheaper. And you can have 
normal people look at the data that you get from it and 
they understand what it is.” 

When interview participants answered what is 
lacking from current documentation technology, two 
themes that arose are training and education. Both of 
these are in regard to construction industry personnel and 
other project stakeholders. Interviewees commented that 
while the technology could be better, there is slow 
adoption and training on how to implement the 
technology within the construction industry. They also 
commented that project stakeholders are unaware of the 
capabilities of current technology and how to leverage 
the data collected to improve their projects.  

When asked about waste, three themes were 
discovered, time, money, and labor. Time is being wasted 
in processing captured data, especially laser scan data. 
Post processing and point cloud registration is consuming 
value time and requires skilled and trained professionals 

to handle and interpret the data. Trained personnel cost 
money to imbed on site with a project team, or to travel 
to and from the project to collect and process data 

Several problems are able to be solved through 
technology available for documentation. Primarily, 
referenced by interviewees, were work verification and 
as-built point clouds. Work verification is primarily 
being done with 360-degree cameras as a fast way to 
capture the status of a scope of work for quality assurance 
and quality control (QA/QC) purposes. One interviewee 
even mentioned using the information capture for 
determining liability of a problem. Several interviewees 
mentioned using laser scanning for verifying slab 
penetrations before concrete is poured. They compare 
scan data with models previously built to verify the work 
is correct. Another use of laser scanners mentioned by 
participants is in scanning and verify overhead 
mechanical, electrical, and plumbing (MEP) rough-ins. 
One interviewee said they specifically use laser scanning 
to verify overhead MEP on their large healthcare projects. 
Another example of problem-solving laser scanners are 
being used for is documenting as-built conditions for 
renovations. Several interviewees mentioned using laser 
scanners to document buildings they were doing 
renovations on. However, they were able to successfully 
leverage that information, but other project stakeholders 
they shared the scan data with were less capable. 

Interview participants gave several reasons why they 
think project stakeholders do not utilize documentation 
data. The primary reasons given were a poor 
understanding of the technology and poor 
communication between project stakeholders about the 
technology and data. While tech savvy project 
stakeholders are able to leverage the data, the typical 
stakeholder cannot. This leads to a lack of understanding 
about what the technology is and does, but importantly 
the value it brings to justify its cost. Poor communication 
between stakeholders also leads to them not leveraging 
the data collected. One interviewee mentioned he has 
worked with very few architects who can take laser scan 
data he provides from a renovation project and model off 
of the data. Another told the story of an owner who hired 
a third-party laser scan the entire project several times, 
but through conversations with the owner, he realized the 
owner did not fully understand why he was having the 
building laser scanned. 

The two major improvements described by interview 
participants about how to make laser scanning more 
accessible are cost reduction and time reduction. Every 
interviewee mentioned the high cost of laser scanning. 
The equipment is expensive as is the training and time 
required to use it properly. This was described as the 
main hurdle of implementing laser scanning on smaller 
projects because it simply costs too much. 

When describing what could improve the progress 
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monitoring process, interviewees spoke about data 
integration and training. Data is currently fragmented 
throughout different formats and platforms that it is 
difficult to digest the information, especially when it is 
not in one place. One interview participant described a 
scenario where subcontractors and trades were better 
involved in the documentation process to better capture 
data. He said having trades document their own work 
would enable a less adversarial relationship between the 
subcontractor and general contractor while also enabling 
better information sharing. Another interviewee spoke 
about lowering the burden on technically trained people 
to perform the data collection by training others to 
perform the work. 

Interview participants had several ideas on where 
they wanted the documentation process to be in the next 
five years. The primary responses included better 
automation, greater speed of data capture, better data 
integration, and greater jobsite connectivity to enable all 
of these advances. 

All technologies are currently being utilized on 
construction projects, often multiple technologies on the 
same project. There is not a one size fits all solution for 
construction documentation technologies. Projects are 
being documented on a daily or multiple time per week 
basis with technologies that are the most accessible. 
Superintendents and project managers or combination 
thereof are the most common project team member to 
document construction. Therefore, less technically 
trained team members are using the technology they are 
most familiar with and comfortable using, their phones to 
capture still imagery and video. This leads to a disconnect 
between the cost of more advanced capture methods and 
the value of the data they provide. Technically trained 
team members are documenting projects that require 
technical solutions provided by more advanced 
equipment. Laser scanning and drone 
mapping/scanning/photo/video are being performed less 
regularly by highly trained professionals because high 
effort is required to plan, perform, and post process data 
collection with these methods. 

Low acceptance and deployment of highly technical 
equipment is more common with smaller companies. The 
hurdles of cost and low understanding of value from 
project stakeholders is limiting deployment with all 
company sizes. Simpler technologies are more efficiency 
because they require less training, the equipment is less 
sensitive to the job site, and they are cheaper. Practicality 
of highly technical equipment has not reached a 
sustainable level due to the lack of understanding of the 
value of those technologies and the lack of data 
integration. 

A graphic is proposed to better understand the 
situation of numerous documentation technologies 
available, as shown in Figure 6. Technologies are initially 

split into two groups, status/progress and technical 
solutions. These categories inform the reader based on 
the type of data they are attempting to collect. This leads 
the user down the path to technologies that can satisfy 
their data needs while also informing them of the effort 
required and quality of data provided by each technology. 
The graphic also shows the technology best suited for 
their scope of work, as indicated by the participants of the 
study. By working from the outside in, a scope of work 
is selected which leads to the appropriate technology 
determined by industry survey and interview data. 

 
Figure 6: Summary of thematic analysis of interview 

data 

5 Conclusions and Recommendations 
Progress monitoring and construction documentation 

are vital to every project. Monitoring progress to update 
budgets and schedules help project stay on track. 
Successful documentation must be accurate, timely, and 
actionable. Unfortunately, no single documentation 
technique or technology fits all scenarios and solves all 
problems. Each technology has its strengths and 
weaknesses. The majority of documentation is done on 
the job site by project team members that are there, 
superintendents and project managers. They often reach 
for the most accessible technology that is comfortable for 
them, their phones. Still imagery and video are being 
captured on a daily basis on almost every job site. It takes 
more technically trained professionals to deploy more 
advances technologies like laser scanning and drones. 
The primary decision for when a technology is deployed 
is determined by the type of data to be collected, technical 
solutions or status/progress.  Within each of these groups, 
the decision is made based on four key issues including 
cost, speed, data value, and training required. Smaller 
companies trend to not use the most advanced and 
expensive technologies compared to large. 

Further investigation is recommended for the 
integration of construction documentation data. Data is 
currently fragmented based on data type and capture 
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method. While individual platforms have reduced the 
burden of access for the non-technically trained 
professions, there is not consensus or common access. A 
type of cloud-based dashboard to host different data 
formats with one common access would be the goal. 

Several platforms and devices are presently being 
developed and deployed in the construction industry for 
360-degree photography. The potential value of data 
collected in 360-degree photography might not fully be 
realized until the technology has had more time to mature, 
but data captured now could be mined in the future. How 
this data could be applied to construction documentation 
needs to be further investigated. 

Further investigation into why there is a lack of buy 
in and understanding of documentation by the architect 
and engineering community is needed to identify the 
problem and develop a strategy for better include this 
group with the valuable information being collected. The 
data being collected in valuable, but if it is not easily used 
by project stakeholders its costs cannot be justified. Over 
coming this hurdle would be a step forward in 
standardizing the technology and techniques used to 
documentation construction projects. Finally, further 
investigation into computer vision and machine learning 
is needed to address the capability of autonomously 
identifying construction material, equipment, and 
activities. This area of research is being advanced in other 
industries and needs to be applied to construction. With 
greater processing power and artificial intelligence, 
identifying problem areas and scopes of work that are 
behind schedule autonomously will become the future. 
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Abstract -
This paper discusses the estimation of the swing angle and 

digging depth during the excavation operation. The abil-
ity to calculate the excavator’s productivity is an essential 
step toward autonomous excavators. The swing angle and 
digging depth have significant effects on the excavator’s pro-
ductivity and must be taken into account for the productivity 
estimation. Two approaches are proposed to estimate these 
variables. The first method estimates the swing angle using 
cabin encoder measurements. The local minimum and max-
imum points are found, and then Otsu’s method is exploited 
to detect the points that are representative of scooping and 
dumping positions. The second method utilizes the bucket 
position to estimate the digging depth. The bucket posi-
tion is calculated using Inertial Measurement Units (IMUs) 
measurements and the forward kinematics of the excavator. 
Otsu’s method is used to distinguish the local minimum points 
that are representative of the digging depth during the opera-
tion. Moreover, the algorithms are computationally efficient. 
Finally, the performance of the proposed methods is studied 
using real measurements. The results show that the methods 
can effectively estimate the swing angle and digging depth un-
der different working conditions such as various materials, 
swing angles, and digging depths.

Keywords -
Excavator; Swing Angle; Digging Depth; 

Productivity; Otsu’s method

1 Introduction
Heavy-duty mobile machines (HDMMs) play signifi-

cant roles in the world and are exploited in many fields such 
as construction, forestry, and mining industries. These in-
dustries are one of the highly increasing industries and 
have significant c hallenges s uch a s l ack o f s killed hu-
man operators, high productivity, harsh environment, and 
safety [1]. It has been analyzed that the 5% to 10% of di-
rect costs in building projects and up to 40% of direct costs 
in highway construction projects are related to equipment 
costs [2]. These industries are highly competitive, and 
companies must try to improve their products to remain

Figure 1. A typical hydraulic excavator and its dif-
ferent parts [4].

in business against other competitors. In order to reduce
costs, the effects of the challenges, and also to increase
the productivity of mobile machines, autonomous HD-
MMs are one main solution. Proposing one autonomous
method for all HDMMs is highly complicated since there
are a lot of mobile machines in different sizes, shapes, and
functions [3].

1.1 Excavator’s Productivity

There are different types of HDMMs, and the hydraulic
excavator is one of the most used machines in this field.
The excavator is a human-operated machine that is mostly
driven by using a hydraulic system. Fig. 1 shows a typical
hydraulic excavator. The excavator is one of the primary
earth-moving machines in various construction projects
such as the construction of highways, airports, industrial
and residential buildings. Almost all construction projects
require various types of excavation work [5]. An excavator
is a multi-functional machine that can easily do different
tasks such as dig & dump, trenching and leveling cycles,
and utilize different tools. The traveling body, swing body,
and front digging manipulator are three main parts of the
hydraulic excavator. The manipulator consists of three
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links: boom, arm, and bucket. The links are manipulated
by hydraulic cylinders. Also, the excavator has revolute
joints between the swing body, boom, arm, and bucket [6].
The ability to calculate the productivity of hydraulic

excavators during different operations can be an essential
step toward autonomous excavators. Monitoring the pro-
ductivity of excavators can reduce the operation time, fuel
consumption, and optimize the planning and working pa-
rameters. Also, the estimation of the excavator’s produc-
tivity has major effects on the management and economic
aspects. The performance of excavators highly depends
on the skills of the human operator, therefore a method for
productivity monitoring is significantly required. In ad-
dition, human operators can improve their skills by using
feedback from the excavator’s productivity. Furthermore,
since the excavator has repetitive duty cycles, a slight im-
provement in the operation cycle time or fuel efficiency can
bring about huge improvements in the overall performance
[3].
Generally, the quantity of material and the operation cy-

cle time are the main factors for the productivity of most
cyclical types of machinery. The excavator’s productiv-
ity means the quantity of transferred material per unit of
time. The quantity can be the weight or volume of ma-
terial. This is the simplest definition of the excavator’s
productivity. There are different parameters and working
conditions such as the swing angle, digging depth, size of
the excavator, bucket capacity, dumping conditions, type
of materials, weather conditions, and operator’s skill that
can significantly increase or decrease the productivity of
the excavators [6]. Dig & dump duty cycle is one of the
most important tasks in different construction projects.
This duty cycle consists of four main sub-tasks: 1) dig-
ging, 2) swinging loaded, 3) dumping, and 4) swinging
empty. Digging depth and type of material are two of the
essential factors in the digging sub-task. When the soil
becomes harder or the location of material gets deeper,
it takes longer to fill the bucket. Moreover, the swing
angle is another variable that can increase or decrease
the time of swinging loaded/empty and subsequently the
overall cycle time [7, 8]. Also, the cycle time is highly
dependent on the machine’s size because small machines
can cycle faster than large machines. Another challenge
is continuous variations in environmental and load condi-
tions. These variations can substantially change the pro-
ductivity of excavators. Furthermore, the cycle time can
be influenced by dumping conditions. There are different
dumping conditions such as trucks in various sizes, and
large or small dump targets [9].

1.2 Literature Review

Publications show the prediction of productivity is done
by analyzing the effects of different parameters. Thereby

the use of special datasets and methods of companies’
handbooks is common. In [10], the authors proposed a
deterministic multiple regression model to predict the ex-
cavator’s cycle time as a measure of productivity. The
machine’s weight, swing angle, and digging depth are in-
puts or predictor variables in the regression model. The
dataset was obtained from companies’ performance hand-
books. In [11], the authors propose an artificial neural
network by using the same dataset of [10]. The proposed
ANNhas a higher performance than theMRmodel in [10].
In [12], an artificial neural network combinedwith queuing
theory is designed to predict the productivity of earthwork
machinery including several excavators and haulers. Be-
cause of the lack of real data, a computer simulation is
utilized to generate data. In [13], the operator competence
is presented as a modifying factor in the productivity esti-
mation. The authors model the operator competence and
then analyze the effects of this variable on the productivity
estimation. In [14], a deep neural network (DNN) model
is presented to predict the productivity of excavators by
using telematics data. Deep neural networks require a
huge dataset and have a high computational load. These
challenges can limit the efficiency and practicability of the
model. In [15], different deterministic productivity esti-
mation methodologies are introduced and compared with
each other. It has been studied that the productivity of
the excavator is highly influenced by the swing angle and
digging depth. The methods shown only try to approxi-
mately predict the operation cycle time, and subsequently,
the excavator’s productivity and cannot calculate the pro-
ductivity in real time. These methods are very dependent
on datasets and cannot be used for different machines, job
conditions, and operators. The most significant challenge
is that these methods cannot estimate the swing angle and
digging depth, and these parameters should be anticipated
by managers or operators at the beginning of operations.
During the operation, the swing angle and digging depth
change and the assumption of constant values for these
variables cannot be a correct solution. Furthermore, these
methods cannot be easily utilized for different duty cycles
such as trenching.

1.3 Objectives

The focus of this paper is to propose novel frameworks
to estimate the swing angle and digging depth during the
dig & dump duty cycle. There are several methods to cal-
culate the excavator’s productivity, and all of them highly
depend on the swing angle and digging depth. These vari-
ables can significantly affect the operation cycle time and
subsequently the productivity of the excavator. In conven-
tional methods, managers consider only constant values
as the swing angle and digging depth at the beginning of
operations, but in the proposed algorithm, these variables
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Figure 2. A visualization of swinging movements.

are not considered constant values. In the paper, the swing
angle and digging depth are estimated based on the mea-
surements from the excavator and are updated during the
operation. The presented algorithms are computationally
efficient and use common sensors such as the incremental
encoder and Inertial Measurement Units (IMUs) that are
affordable and can be easily installed on different excava-
tors. Also, the method can be easily utilized for different
duty cycles and also extended for other heavy-duty ma-
chines. Currently, there is no automated algorithm for
the swing angle and digging depth estimation in commer-
cial automated machine guidance systems. The proposed
method can be an interesting feature for the new genera-
tion of excavators’ automated machine guidance systems.
The information about the swing angle, digging depth,
and productivity estimation can be utilized as feedback
to analyze and improve the skill of human operators in
machine guidance systems. Furthermore, the excavator’s
productivity can be used for the optimization of worksites.
This paper is organized as follows: the methods to es-

timate the swing angle and digging depth are introduced
in Section 2. Section 3 briefly describes the collected
datasets and measurements in the experiments. The re-
sults of the methods are explained in Section 4. Finally,
Section 5 concludes the paper.

2 Methodology
The estimation of swing angle and digging depth is

certainly required to calculate and analyze the excavator’s
productivity during different operations and conditions. In
Sections 2.1 and 2.2, twomethods are proposed to estimate
the swing angle and digging depth, respectively. The pro-
posed methods use measurements from common sensors
in the excavator and also are computationally efficient.

2.1 Swing Angle

The swing angle can significantly affect the operation
cycle time during the dig& dump duty cycle. In this paper,

Figure 3. The prominence value [16]

a novel framework is proposed to estimate and update
the swing angle by using the measurement of the cabin
encoder. The swinging movements are shown in Fig. 2.
Measurements of the cabin encoder during the previous
𝑇 seconds are considered as input data in this algorithm.
The length of the input vector is equal to 𝑇 × 𝑓𝑠 , where 𝑓𝑠
is the sampling frequency of measurements.
Firstly, a moving average filter is used to reduce the

effects of noises and sudden movements and variations. In
this filter, each element of the output is computed by using
an equal number of input data on either side of the central
value. Actually, the number of samples in one sliding time
window is equal to 𝑇 𝑓 𝑖𝑙𝑡𝑒𝑟 × 𝑓𝑠 , where 𝑇 𝑓 𝑖𝑙𝑡𝑒𝑟 is the length
of the sliding time window.
Secondly, local minimum and maximum points are de-

tected to specify the scooping and dumping positions. A
prominence value is defined for each local minimum or
maximum point. In fact, the prominence of a local mini-
mum point (or a valley) determines its depth compared to
other local minimum points. To calculate the prominence
of a local minimum point, a horizontal line from the lo-
cal minimum point is extended to the left and right of the
point. Where the horizontal line intersects the data can
be another local minimum point or the end of the data.
The intersections are outer end-points of the left and right
intervals. In the next step, the highest peaks in both the left
and right intervals are found, and only the smaller peak is
considered. The vertical distance between the local min-
imum point and the peak is called the prominence value.
Also, there is a similar definition for the prominence of
local maximum points. The prominence of a local max-
imum point (or a peak) specifies the height of the point
with respect to the other local maximum points. To cal-
culate the prominence of a local maximum point, firstly a
horizontal line from the local maximum point is extended
to the left and right of the point. The intersections of the
line with data can be another peak or the end of data. The
intersections specify outer end-points of the left and right
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Figure 4. The flowcharts of the proposed methods:
(a) swing angle estimation, (b) digging depth esti-
mation.

intervals. After that, the lowest valleys in both the left and
right intervals are detected, and only the larger valley is
taken into account. The prominence is defined as the ver-
tical distance between the valley and the local maximum
point [17]. Fig. 3 shows an example for the prominence
calculation of a local maximum point. Firstly, a horizon-
tal line from the local maximum point is extended to the
left and right of the peak. The left interval lies between
the peak and crossing due to another peak, and the right
interval lies between the peak and crossing due to another
peak. The lowest points on the left and right intervals are
shown by 𝑚𝑖𝑛𝐿 and 𝑚𝑖𝑛𝑅, respectively. The reference
level (highest minimum) is 𝑚𝑖𝑛𝑅. The prominence is the
vertical distance between the reference level and the local
maximum point.

Figure 5. The forward kinematics of the excavator
[19].

Probably, all local minimum or maximum points are
not acceptable and cannot be considered as the scooping or
dumping positions. Otsu’smethod is exploited to automat-
ically distinguish the valid local extremum points. Otsu’s
method is an optimum thresholding method by maximiz-
ing the variance between classes. This method is mainly
used for image segmentation [18]. Finally, Otsu’s method
diagnoses the valid local extremum points that are repre-
sentative of the scooping and dumping positions based on
their prominence values. The swing angle is defined as
the difference between the minimum and maximum an-
gles. The flowchart of the proposed method is presented
in Fig. 4.

2.2 Digging Depth

The digging depth is another essential parameter that
must be taken into account for the productivity analysis.
In this paper, the digging depth is estimated based on the
bucket position. The position of the bucket is calculated
by using the forward kinematics of the excavator and mea-
surements from four Inertial Measurement Units (IMUs)
that were installed on the different parts of the excavator
such as the swing body, boom, arm, and bucket. In this
part, the swing of the cabin is not considered since it does
not have any effect on the digging depth. The axis and
frame of forward kinematics of the excavator based on the
two-dimensional space is provided in Fig. 5. The end-
point position of the excavator is calculated by using the
following equations

𝑃𝑥 = 𝐿1 cos(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1) + 𝐿2 cos(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1 + 𝜃2)
+ 𝐿3 cos(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1 + 𝜃2 + 𝜃3) (1)

𝑃𝑦 = 𝐿1 sin(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1) + 𝐿2 sin(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1 + 𝜃2)
+ 𝐿3 sin(𝜃𝑝𝑖𝑡𝑐ℎ + 𝜃1 + 𝜃2 + 𝜃3) (2)

where 𝑃𝑥 and 𝑃𝑦 are 𝑥 and 𝑦-components of the bucket
position, respectively.
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Figure 6. The excavator used in the data collection
phase. In the picture the cabin (1.), boom (2.), arm
(3.) and bucket (4.) are highlighted with red boxes.

The estimation of digging depth is performed by using
the 𝑦-component of the bucket position. This algorithm
is similar to the swing angle estimation approach intro-
duced in Section 2.1. In each iteration, the length of input
data is equal to 𝑇 × 𝑓𝑠 . Firstly, a moving average filter
is utilized to reduce the effects of noises and meaningless
movements, and variations of the bucket. Secondly, to
find the depth of digging, local minimum points are de-
tected. There are a lot of local minimum points that are not
representative of actual digging depth. Otsu’s method is
applied to the prominence values of local minimum points
to find the valid local minimum points. The flowchart of
the presented method is shown in Fig. 4.

3 Data Collection
In this paper, the dataset was collected from a Komatsu

PC138US excavator. The crawler excavator used in the
experiments is shown in Fig. 6. Although this excava-
tor is old, it has been well-maintained, and it is in good
condition. The inspection and maintenance are performed
every 500 working hours. The operating weight of this
medium-rated excavator is 14000𝐾𝑔 and has a standard
mono boom, arm, and bucket. The bucket is attached to
the arm by using a quick coupler, and also, the excava-
tor has a tiltrotator. The heaped capacity of the bucket is
0.37𝑚3 based on the standard of the Society of Automotive
Engineers (SAE). TheMathWorks Simulinkmodel was
used to collect data from the excavator. Measurements of
different sensors are transmitted over the controller area
network (CAN) bus. The model is connected to the CAN
bus utilizing a Kvaser leaf light CAN to USB interface.
The sampling frequency 𝑓𝑠 is equal to 200𝐻𝑧. The In-
ertial Measurement Units (IMUs) and an incremental en-
coder are utilized to measure the orientation and rotation
of moving parts of the excavator. The configuration of the
sensors on the excavator is shown in Fig. 7. The data
collection was done in a private worksite where there was
no active construction work in the worksite. In fact, there
is no unexpected factor that suddenly stops the operation.

Figure 7. The configuration of the sensors on the
excavator [20].

In the experiments, the dig & dump duty cycle is done by
an inexperienced operator, and also two types of materi-
als such as sand and rough gravel are used to show the
robustness of the methods. The dig & dump duty cycle
is one of the main tasks in all worksites, and it comprises
four sub-tasks such as filling the bucket, swinging loaded,
dumping, and swinging empty. The operator has practiced
less than 30 hours to drive the excavator which this factor
can bring about more vibrations and meaningless move-
ments of the excavator and subsequently can increase the
challenges of swing angle and digging depth estimation.
There are two different scenarios in the dataset. The dura-
tion of each scenario is approximately 6minutes. The start
and end positions in both scenarios are near the digging
position. In the first scenario, the type of material is rough
gravel, and the swing angle of operation is around 60◦.
In the second scenario, the type of material is sand, the
swing angle is approximately 120◦, and the digging depth
is higher than in the first scenario. To increase the digging
depth in the second scenario, the excavator goes on top of
a small pile to reach a higher position.

4 Results
The performance of the proposed methods is illustrated

by using real measurements. The algorithm was imple-
mented using MathWorks Matlab R2021a on a laptop
with a 1.8 G𝐻𝑧 Intel Core i7 CPU and 16GB of RAM. The
proposed algorithms are computationally efficient. The
average required time for the computation at each time
step in the swing angle and digging depth estimation algo-
rithms are 0.0034 and 0.0024 seconds, respectively. The
length of input data 𝑇 is equal to 60 seconds. The output
variables such as the swing angle and digging depth are
updated in each iteration. The updating rate can easily
change based on the application and final goal. Firstly,
the performance of the swing angle estimation is analyzed
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Figure 8. The estimation of maximum andminimum
boundaries in the first scenario.
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Figure 9. The estimation of swing angle in the first
scenario.

in two scenarios. In the algorithm, the length of the time
window in the moving average filter 𝑇 𝑓 𝑖𝑙𝑡𝑒𝑟 is equal to 5
seconds. In the first experiment, the dig&dump duty cycle
with a swing angle of 60◦ is done, and the type of material
is rough gravel. The results of the method are shown in
Fig. 8 and Fig. 9. The results show the method efficiently
estimates the swing angle and can track the changes during
the operation. Moreover, the method is evaluated by using
another experiment. In the second experiment, the swing
angle is approximately 120◦, and the type of material is
sand. The results are presented in Fig. 10 and Fig. 11.
The method can effectively estimate the swing angle.
In the next phase, the performance of the digging depth

estimation is investigated in two scenarios. In this al-
gorithm, the length of the time window in the moving
average 𝑇 𝑓 𝑖𝑙𝑡𝑒𝑟 is equal to 2.5 seconds. In the first ex-
periment, the digging depth is lower than in the second
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Figure 10. The estimation of maximum and mini-
mum boundaries in the second scenario.
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Figure 11. The estimation of swing angle in the sec-
ond scenario.

experiment. The type of used material in this experiment
is rough gravel, and the swing angle is approximately 60◦.
The estimation of digging depth is shown in Fig. 12. The
method can estimate the digging depth, and it is robust
against sudden movements of the bucket. In the second
experiment, the type of material is sand, and the swing
angle is approximately 120◦. The result is shown in Fig.
13. The algorithm accurately estimates the current dig-
ging depth based on the bucket position. The results prove
the presented methods can easily be utilized for real-time
productivity estimation of excavators in different working
conditions.

5 Conclusion
In this paper, two novel frameworks are presented to

estimate the swing angle and digging depth of the dig &
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Figure 12. The estimation of digging depth in the
first scenario.
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Figure 13. The estimation of digging depth in the
second scenario.

dump duty cycle in real time. These variables have sig-
nificant effects on the excavator’s productivity and must
be taken into account. Firstly, an algorithm is proposed
to estimate the swing angle using the cabin encoder mea-
surements. A moving average filter is used to reduce the
effects of noises and sudden movements of the cabin, and
then local minimum and maximum finders are utilized to
find the extremum points. Afterward, Otsu’s method is ex-
ploited to find the extremum points that are representative
of scooping and dumping positions. Secondly, a similar
approach is proposed to estimate the digging depth dur-
ing operations based on the bucket position. The bucket
position is calculated by using the measurements of IMU
sensors and the forward kinematics of the excavator. After
using the moving average filter, the local minimum points
of the bucket position are found, and then Otsu’s method
is used to recognize the local minimum points that are

representative of the digging depth. Finally, the methods
are tested by using the collected dataset in a private work-
site. The dataset includes two scenarios including different
materials such as sand and rough gravel, different swing
angles, and digging depths. The results prove the methods
can be used in the productivity estimation of excavators.
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Abstract – For successfully training neural networks, 
developers often require large and carefully labelled 
datasets. However, gathering such high-quality data 
is often time-consuming and prohibitively expensive. 
Thus, synthetic data are used for developing AI 
(Artificial Intelligence) /ML (Machine Learning) 
models because their generation is comparatively 
faster and inexpensive. The paper presents a proof-
of-concept for generating a synthetic labelled dataset 
for P&ID diagrams. This is accomplished by 
employing a data-augmentation approach of random 
cropping. The framework also facilitates the creation 
of a complete and automatically labelled dataset 
which can be used directly as an input to the deep 
learning models. We also investigate the importance 
of context in an image that is, the impact of relative 
resolution of a symbol and the background image. 
We have tested our algorithm for the symbol of a 
valve as a proof-of-concept and obtained 
encouraging results.  

 
Keywords – 

Piping and Instrumentation Drawings; Yolo; 
Symbol Detection; Convolution Neural Network; 
Engineering Drawings; Symbol Classification; Deep 
Learning 

1 Introduction 
A P&ID diagram depicts the logical flow of 

information about physical processes and plant 
components with help of lines and symbols. Lines of 
varying thicknesses are used to represent different 
pipelines and each symbol represents a unique item like 
pressure sensor, temperature sensor, gate valve, floor 
drain, etc. To exemplify, a sample P&ID diagram is 
shown in Figure 1. A typical P&ID diagram can have 
more than 30 different symbols and thus, are 
information-rich. These drawings are analyzed manually 
for the purpose of estimating the quantities of various 
equipment while placing a purchase order and even 
when project teams are planning their work schedule. 
This analysis is highly dependent on the subjective 

knowledge of the person who is reviewing these 
drawings and thus, can be time-consuming and prone to 
human errors. This task can become even more 
challenging and complex when there are symbols on 
P&ID diagrams which are functionally different but 
visually similar, as shown in Figure 2. Thus, 
differentiating one symbol from another can become 
extremely important and challenging. Additionally, 
misinterpreting or overlooking any information can 
prove detrimental to a project’s progress and can result 
in serious internal conflicts.  

 
Figure 1. Sample P&ID diagram.  
 

 
Figure 2. An example of similar symbols 

 
It is safe to assume that companies have these 

drawings in legible electronic format for their ongoing 
projects which can be manipulated using state-of-the-art 
software. But there are still many companies who have 
these drawings in form of hard copies that is, paper-
format or in scanned-format, especially for their older 
projects. So, digitization of these drawings in a format 
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which enables easy and user-friendly extraction of 
information can prove beneficial [1]. This can enable 
easy rectification of old drawings where the plant 
components have been replaced due to maintenance 
over time. Thus, with digitized and updated P&ID 
diagrams, it will be easier for the project teams to track 
their instrumentation inventory during the construction 
phase and develop an up-to-date drawings repository for 
the maintenance in the post-construction phase. 

 Currently, the construction industry does not 
possess a large dataset which is labelled and is publicly 
available. Creating such a large and real-world labeled 
dataset requires dedicated efforts from the experts to 
carefully annotate them. Thus, this process can be time-
consuming and can become prohibitively expensive. 
Therefore, synthetic data can be used for training deep 
learning models.  

In our research, we have created a synthetic dataset 
which was used for training our object detection 
algorithm. The approach has significance as it obviates 
the requirement of human annotation. We try to identify 
a particular symbol on a P&ID diagram which we 
define as the ‘Target Symbol’. While doing so, we 
investigate the importance of contextual information 
while developing an object detection deep learning 
model. Contextual information in this paper refers to the 
part of an image which does not include the object of 
interest (OOI). With our work, we also try to bring the 
applications of modern technology like machine 
learning and deep learning into the industries like 
construction, oil and gas which rely on engineering 
drawings for their operation and functioning. Deep 
Learning algorithms and frameworks like Convolutional 
Neural Network (CNN) [2], Histogram of Oriented 
Gradients (HOG) [3], You only Look Once (Yolo) [4], 
[5], etc. enable the processing of image data and hence, 
the engineering drawings. For our research project, we 
have applied Yolo version 2 which is an object 
detection algorithm.  

 
We believe the method described in our paper can be 

applied to the cases which have class-imbalance [6], [7] 
problem in an image dataset. In the context of our paper, 
the class-imbalance problem would mean that there 
could be a symbol on P&ID sheets whose total number 
of occurrences is far less than the occurrence of another 
symbol. In such cases, data augmentation strategies can 
often help in improving a neural network’s performance. 
As our method allows user to control the number of 
occurrences of less frequent symbols in an artificially 
generated dataset hence the distribution of the minority 
class can be balanced. This can result in increased 
performance while training a neural network.  
 

2 Literature Review 
In this section, we will discuss some of the 

previously published papers related to processing of the 
engineering drawings and their proposed frameworks. 
Papers such as [8] present work in symbol detection and 
[9] in symbol classification. 

[10] highlights the challenges in the successful 
classification of symbols. The biggest challenge is the 
unavailability of a labelled public dataset. They 
discussed intra-class and inter-class similarity amongst 
symbols as a major obstruction for detection algorithms. 
Their results found that class-decomposition helped in 
increasing the classification accuracy. Class-
decomposition is the process of breaking down labelled 
datasets to a larger number of subclasses by means of 
clustering the instances that belong to one class at a time. 
[10] , [11] developed heuristics-based rules for 
extraction and localizing symbols. Generally, these 
methods are highly data-dependent and could not be 
used if there are slight variations in symbols or P&ID 
diagrams as a whole. 

[9], [10] present works in symbol classification and 
[8], [12] in symbol detection.[12] performed symbol 
detection on a dataset which had class-imbalance 
problem. The dataset had 29 different symbols in P&ID 
diagrams and the distribution of these symbols was non-
uniform. They first applied Yolo model for symbol 
recognition and found 3 least occurring symbols were 
missed by their network. Then, they performed data 
augmentation for 8 minority classes (that is, 8 least 
occurring symbols) using MFC-GAN (Multi Fake Class 
Generative Adversarial Network). Results showed that 
MFC-GAN improved the accuracy of their model in 
detecting even the least occurring symbols. They stated 
Yolo is a simple framework consisting of a single 
convolutional neural network which can be used for 
detecting multiple bounding boxes for objects belonging 
to different classes. That is why we have also 
implemented Yolo for our research. 

For an extensive analysis of P&ID diagrams,  [11], 
[13], and [14] developed frameworks to recognize 
symbols, texts, and lines. In an inspiring work stated in 
[13], they presented a proof-of-concept for identifying 
symbols, interpreting component connections, and 
representing those connections graphically for a P&ID 
drawing. Their model required data in a vectorized 
format and had an assumption that P&ID symbols are 
all ‘blocked’ in DXF files. Similarly, [11] developed a 
methodology for a complete analysis of P&ID diagrams 
encompassing symbol recognition, pipeline 
identification, and text localization. They used a pre-
trained CTPN (Connectionist Text Proposal Networks) 
network for text detection. Shape properties like, the 
number of sides in a polygon, length to width ratio, etc. 
were used as features to detect a pipe’s inlet and outlet. 
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Identified pipelines, tags, symbols, and texts were 
associated with each other based on the Euclidean 
distance. However, they annotated symbols by 
completely masking their pixel values. So, essentially 
annotations were based on the shape of a symbol’s 
boundary or outline.  We believe this approach would 
not be able to give accurate results when 2 or more 
symbols have the same shape or the same ‘outer 
boundary. For instance, the 3 symbols shown in Figure 
3 are distinct while their outline/ boundary is the same. 
Nevertheless, the work in [11] is significant for the 
complete analysis of P&ID diagrams. 

 
Figure 3. Showing that ‘Target Symbol’ has 
same boundary as its close neighbors 

3 Experiment and Problem Setup 
An industry partner provided us with P&ID 

diagrams, an example of which has been shown in 
Figure 1. The sheets have various symbols and some of 
them are shown in Figure 4.  The main goal is to 
generate an algorithm that can correctly identify all the 
instances of these symbols. However, the current work 
has been performed for one symbol as a proof-of-
concept and will be extended in the future for all the 
different symbols.  

 
Figure 4. Few symbols in the P&ID diagrams  
 

Thus, in this project, we are detecting one symbol 
representing a valve which we call as the ‘Target 
symbol’, and is shown below in Figure 5. The reason for 
choosing this symbol as our ‘Target symbol’ is that it 
has look-alike symbols which are the last 2 symbols 

shown in Figure 4. The existence of look-alike symbols 
makes our symbol recognition a relatively challenging 
case-study, and so representative of one of the more 
difficult cases. So, we want our algorithm to identify the 
Target symbol successfully on a P&ID diagram which 
can also have other similar looking (but, functionally 
different) on it.  

 
Figure 5. The ‘Target Symbol’ 
 

Visual assessment of given P&ID diagrams reveals 
that the Target Symbol occurs in different orientations 
and has a slight variation in its appearance across the 
P&ID drawings. These changes in appearance are 
attributed to the pipeline connections and rotation of the 
symbol. All the possible variations of the Target 
Symbol have been shown in Figure 6. These 
configurations of the Target Symbol are stored as 8 
different images in a folder whose name is 
‘Target_Symbol_folder’ (suppose). This forms the first 
step of our experimental setup. Thereafter, we develop a 
labeled synthetic data through random cropping.  

 
Figure 6. ‘Target Symbol’ and its different 
configurations in the P&ID diagrams. 

3.1 Data Augmentation 
We received 3 P&ID sheets from our industry 

partner. We performed data augmentation using 2 of 
these 3 sheets and kept 1 sheet for testing/inferencing. 
Original sheets have a resolution of 10100-by-6600 
pixels. Thus, we decided to split it into sub-images of a 
smaller size of 256x256 pixels. The sub-image/ ‘crop’ is 
extracted randomly as shown in Figure 7, and the 
number of sub-images can be defined by the user. Script 
for processing the P&ID sheets to generate random 
crops was written in Matlab where the user also has an 
option to control the total number of crops to be 
generated from the 2 original sheets.  
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Figure 7. Sample of a 256-by-256 random crop 

 
The idea is to generate several thousand sub-images 

from 2 P&ID sheets which can then be used for training 
the Yolo v2 neural network. 

 

3.2 Labelled Data Generation 
To create a labelled dataset, we need to have 

information about the Object of Interest (OOI). Because 
we are using Yolo v2 for object detection, therefore, we 
would require the location information that is, the 
bounding box coordinates of the Target symbol in each 
sub-image. To assess the impact of the context on our 
symbol detection we have partitioned our project into 2 
phases namely, Phase-1 and Phase-2. In Phase-1, a 
neural network was trained on images which only had 
our Target symbol while in Phase-2 the input images 
also had one of the look-alike symbols in addition to the 
‘Target symbol’. We wanted to assess the impact of this 
change and compare the performance of these two 
networks. We believe this can enable us to draw insights 
about strategies to create an effective synthetic dataset. 
Detailed methodology for Phase-1 and Phase-2 are 
discussed below.  

3.2.1 Phase-1 

In Phase-1 of the project, we generated a total of 
1000 random crops of size 256-by-256 pixels through 
the same approach as defined in Section 3.1. Then, our 
custom-built Matlab function will access the 
‘Target_Symbol_folder’, and then, randomly select any 
one of the 8 Target symbol images and, place it 
randomly on 256-by-256 crop as shown in Figure 8. Our 
Matlab function allows us to save the position of the 
Target Symbol in the [x,y,w,h] format. ‘x’ and ‘y’ 
represent the coordinates for the upper left corner, and 
‘w’ represents the width and ‘h’ represents the height of 
the Target Symbol crop. Essentially, this is the 
bounding box information for the Target Symbol on 
each sub-image. Thus, we are able to produce a labelled 
dataset which can be used for training. The format of 

[x,y,w,h] is selected because this is the default input 
format for  Matlab. Hence, the dataset generated can be 
used directly as an input for training the neural network 
in Matlab. 

However, minor manual updates were required in a 
special case where the crop already had the ‘Target 
Symbol’ on it. Thus, when our algorithm pasted one 
more instance of it, the sub-image would have 2 Target 
symbols on it. An example is shown in Figure 9. Hence, 
bounding box information for the pre-existing symbol 
was added manually to the list where our Matlab 
program was storing the position coordinates [x,y,w,h] 
of all the Phase-1 crops.  

 
Figure 8. Sample of a 256-by-256 random crop 
with ‘Target symbol’ 
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Figure 9. Crop having both the pre-existing and 
newly pasted ‘Target Symbol’ 

Now this labeled dataset can be used as input to our 
object detection model. Similar to [12], we also used 
Yolo algorithm as the choice of our object detection 
model. Our Yolo v2 network has Resnet-50 [15] as a 
classifier for feature extraction and a CNN as our 
detection network.   

It is to be noted that a detector trained as described 
above can only be used for testing on 256-by-256 
images. Hence, we could not use this detector for testing 
directly on the third original sheet whose size is 10100-
by-6600 pixels. So, after training the Yolo detector, we 
developed a custom pipeline that would run our trained 
detector in a sliding window manner of size 256-by-256 
pixel with a stride of 256 to test any P&ID diagram 
whose resolution is more than 256-by-256. Results of 
Phase-1 are summarised in Section 4.1. 

3.2.2 Phase-2 

In Phase-2, we seek to improve the performance of 
the system presented in Phase-1 by (1) increasing the 
amount of contextual information in each sample and (2) 
adding adversarial symbols (i.e., look-alike symbols) 
into the training symbols. We think one way to achieve 
(1) is by decreasing the resolution of the original P&ID 
sheet which in turn increases the amount of ‘background’ 
for the Target symbol. For (2) we modified the crops so 
that our sub-image comprised of one Target Symbol and 
one of its look-alike symbols on the same 256-by-256 
image crop. We wanted to study how these variations 
from Phase-1 affects the model performance. As already 

mentioned, our Target Symbol has a close resemblance 
with 2 other symbols. The various configurations in 
which these 2 symbols occur in the drawings set are 
shown in Figure 10. These symbols are saved as 14 
different images in a folder which is named as 
‘Similar_to_Target’ (suppose). In other words, the 
images in Similar_to_Target folder form a close 
neighbour group for our Target Symbol.  

 
Figure 10. Collection of symbols configurations 
that resemble the ‘Target Symbol’ (referred to as 
close neighbors) 

 
Hence, for Phase-2 we formulated a few changes in 

Phase-1 which are listed below: 
1. Resize the original P&ID sheets from 10100-by-

6600 pixels to 3800-by-2450 pixels. The reason for 
doing this is that a crop of the 256-by-256 crop out 
of a 10100-by-6600 pixels sheet didn’t capture the 
background (contextual) information well. Thus, all 
the 1000 crops of Phase-1 didn’t have a well-
representative background. Whereas crops generated 
from 3800-by-2450 pixels sheets fairly capture the 
background information in them. Thus, these new 
crops are more representative of the original sheets.  
This is demonstrated in Figure 11.  It can be 
observed from the figure that very less background 
is captured in crop (a) while crop (b) has 
significantly more context/ information about the 
background. 

 
Figure 11. Comparison of background 
information in crops generated from a) 10,100-
by -600 pixels sheet and b) 3800-by-2450 pixels 
sheet 
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2. In addition to pasting only the Target Symbol, we 

also randomly pasted one of the 14 images of the 
“look-alike” symbols from Similar_to_Target folder. 
An example is shown in Figure 12 This is done to 
increase the ability of the model to effectively 
differentiate amongst similar-looking symbols.  

 
The process of manually updating the bounding box 

information for the crops having pre-existing Target 
symbol is the same as Phase-1. However, on average 
only 1 in 70 crops had a pre-existing Target symbol and 
thus, our dataset requires minor manual updates. Hence, 
Phase-2 has background information-rich 1500 sub-
images of size 256-by-256. The results are discussed in 
Section 4.2 
 

 
Figure 12. 256-by-256 crop in Phase-2 having 
both the ‘Target Symbol’ and one of its close 
neighbours 

4 Results  
As mentioned, 2 out of 3 original sheets are used for 

data augmentation and training while the remaining one 
sheet is kept reserved for testing our model and 
assessing its performance. The trained model is run in 
the sliding window manner on the third original sheet 
for inferencing and the results are discussed below.  

4.1 Phase-1 results 
The detection results for Phase-1 are shown in 

Figure 13 and Figure14. It is observed that out of 5 
occurrences of our Target Symbol on this sheet, our 
model is able to correctly identify 3 occurrences while 
wrongly classifying a different symbol 2 times and 
completely missing it 2 times as well.  

  

 
Figure 13. Phase-1 detection results on 10,100-
by-6600 pixels sheet  

 

 
Figure 14. Zoomed-in view of Phase-1 results 

 
Thus, our results of Phase-I have both the Type-I 

error and Type-II error [16]. The type-I error refers to 
the False positives which in our case is the “Wrong 
Detection” as highlighted in Figure 14. And, Type-II 
error is the False-negative which in our case is “Target 
Symbols missed” as highlighted in Figure 14.  It can be 
noted that the wrongly classified symbol for both the 
occasions is one of the close resembling symbols as 
identified in Figure 10. This is closely related to the 
argument made in [10] regarding the presence of look-
alike symbols.  

635



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

4.2 Phase-2 results 
Results for Phase-2 are shown in Figure 15 and 

Figure 16. It can be verified that all the 5 instances of 
the Target Symbol are now correctly identified without 
any error. It means that increasing the contextual 
information and introducing the look-alike symbols in 
256-by-256 sub-images enhanced the discriminative 
ability of the neural network. 

 

 
Figure 15. Phase-2 detection results 

 
Figure 16. Zoomed-in view of Phase-2 results 

5 Conclusion 
In this paper, we investigated the effect of contextual 

information in boosting the discriminative ability of a 
neural network among similar-looking objects. Our 
developed model can differentiate among close 
resembling symbols and is able to find out all the 
instances of the desired symbol. The method for labeled 
data generation is simple and time efficient It gave 
promising results on our dataset along with bypassing 
the requirement of an expert annotating the data. 
Therefore, it is cost-efficient too.  We opine that with 
our approach users can generate labeled synthetic data 
with minimal effort. This project can also find 
applications in electronic circuit designing. 

However, there are a few limitations to our work 
that we will be overcoming in our future endeavors. 
First, the model is trained for detecting only one symbol. 
In the future, we will be scaling up the project to detect 
all the symbols. Second, current data is from a single 
contractor hence, highly subjective to their ‘style’ of 
P&ID drawings. To make the program more robust and 
ready-to-use by contractors we will be collecting data 
from multiple companies to account for variations in 
designing layout and styles. Third, we will be increasing 
the scope to detect the pipelines and associated tags to 
graphically represent these connections. We will be 
developing an application to enable exporting the 
schedules of various pipes/symbols in a .csv format. 
This would be helpful in preparing BOQs (Bill-of-
Quantities) and efficiently keeping track of the 
inventories by the project team. 

Acknowledgment 
We would like to thank Sundt Construction 

Company & General Contractor for providing us with 
the P&ID sheets for analysis. 

References 
[1] S. v Ablameyko and S. Uchida, 

“RECOGNITION OF ENGINEERING 
DRAWING ENTITIES: REVIEW OF 
APPROACHES,” 2007. [Online]. Available: 
www.worldscientific.com 

[2] K. Fukushima, “Biological Cybernetics 
Neocognitron: A Self-organizing Neural 
Network Model for a Mechanism of Pattern 
Recognition Unaffected by Shift in Position,” 
1980. 

[3] N. Dalal and B. Triggs, “Histograms of oriented 
gradients for human detection,” in Proceedings 
- 2005 IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition, 
CVPR 2005, 2005, vol. I, pp. 886–893. doi: 
10.1109/CVPR.2005.177. 

[4] J. Redmon and A. Farhadi, “YOLO9000: Better, 
Faster, Stronger,” Dec. 2016, [Online]. 
Available: http://arxiv.org/abs/1612.08242 

[5] X. Huang et al., “PP-YOLOv2: A Practical 
Object Detector,” Apr. 2021, [Online]. 
Available: http://arxiv.org/abs/2104.10419 

[6] N. Japkowicz, “The Class Imbalance Problem: 
Signiicance and Strategies.” 

[7] M. Buda, A. Maki, and M. A. Mazurowski, “A 
systematic study of the class imbalance problem 
in convolutional neural networks,” Oct. 2017, 
doi: 10.1016/j.neunet.2018.07.011. 

636



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 
 

[8] L. P. Cordella and M. Vento, “Symbol 
recognition in documents: a collection of 
techniques?” 

[9] J. Lladós, E. Valveny, G. Sánchez, and E. Martí, 
“Symbol recognition: Current advances and 
perspectives,” in Lecture Notes in Computer 
Science (including subseries Lecture Notes in 
Artificial Intelligence and Lecture Notes in 
Bioinformatics), 2002, vol. 2390, pp. 104–128. 
doi: 10.1007/3-540-45868-9_9. 

[10] E. Elyan, C. M. Garcia, and C. Jayne, “Symbols 
Classification in Engineering Drawings,” in 
Proceedings of the International Joint 
Conference on Neural Networks, Oct. 2018, vol. 
2018-July. doi: 10.1109/IJCNN.2018.8489087. 

[11] R. Rahul, S. Paliwal, M. Sharma, and L. Vig, 
“Automatic Information Extraction from Piping 
and Instrumentation Diagrams,” Jan. 2019, 
[Online]. Available: 
http://arxiv.org/abs/1901.11383 

[12] E. Elyan, L. Jamieson, and A. Ali-Gombe, 
“Deep learning for symbols detection and 
classification in engineering drawings,” Neural 
Networks, vol. 129, pp. 91–102, Sep. 2020, doi: 
10.1016/j.neunet.2020.05.025. 

[13] C. Howie, J. Kunz, T. Binford, T. Chen, and K. 
H. Law, “Computer interpretation of process 
and instrumentation drawings.” 

[14] L. Boatto et al., “Detection and Separation of 
Symbols Connected to Graphics in Line 
Drawings.” 

[15] K. He, X. Zhang, S. Ren, and J. Sun, “Deep 
residual learning for image recognition,” in 
Proceedings of the IEEE Computer Society 
Conference on Computer Vision and Pattern 
Recognition, Dec. 2016, vol. 2016-December, 
pp. 770–778. doi: 10.1109/CVPR.2016.90. 

[16]  Dekking, Michel. A modern introduction to 
probability and statistics: understanding why 
and how. Springer, London. 2005. 

  

637



39th International Symposium on Automation and Robotics in Construction (ISARC 2022) 

Suitability and Effectiveness of Visualization Platform-based 
Construction Safety Training modules 

K. Bhagwata and V.S.K. Delhia 

a Department of Civil Engineering, Indian Institute of Technology Bombay, India. 
E-mail: kishorsbhagwat@iitb.ac.in, venkatad@iitb.ac.in

Abstract – 
The construction industry is one of the most 

hazardous industries in the world. In addition, past 
literature highlighted that about 50% of the hazard 
remains unrecognized in the construction work 
environment, resulting in catastrophic consequences. 
Construction Safety Training (CST) is one of the best 
safety interventions to deal with this. The traditional 
classroom-based CST method is fraught with several 
non-interactive, non-engaging, and ineffective 
limitations. With the advent of visualization platform-
based technologies, researchers have introduced 
various CST delivery modules using digital 
environments. However, in-depth investigation of 
visualization platform-based safety training modules 
from a suitability and efficacy perspective for the 
construction industry is understudied. Therefore, this 
study aimed to identify a suitable and effective safety 
training delivery module for the construction 
industry. To this end, three visualization platform-
based CST modules were developed, namely, Image, 
Virtual Tour (VT), and Mobile Virtual Reality 
(MVR), and introduced to the construction 
professionals. The feedback analysis highlighted that 
VT CST is suitable for the industry. Next, the 
effectiveness of the VT CST modules was determined 
using Hazard Recognition Score (HRS). The results 
highlighted that the overall pre-training HRS of the 
construction professionals was 56.83%, and post-
training HRS was 88.56% which shows significant (p 
< 0.00) enhancement in the HRS. In conclusion, this 
study noticed the VT CST module as a suitable and 
effective training module for the industry. Further, 
theoretical and practical implications of the study and 
future research directions were discussed. 

Keywords – 
Construction; Hazard; Safety; Training; 

Visualization 

1 Introduction 
The construction industry continues to be one of the 

hazardous industries in the world due to associated risky 
work practices and complex and dynamic nature [1]. On 
one end, it is one of the significant pillars in the economic 
development of several countries [2]. On the other end, 
globally, it is responsible for more than 60,000 
mortalities every year [3]. Accident numbers vary from 
country to country [4]. For example, the construction 
industry in the developed economy such as the United 
States of America is responsible for over 900 mortalities 
and 200,000 non-fatal injuries in 2016 [5]. At the same 
time, the construction industry in the developing 
economy such as India is responsible for mortalities 
ranging from 11,614 to 22080 [6]. These statistics 
provide a snapshot of the hazardous nature of the 
construction industry worldwide. Consequently, 
construction safety management research has attracted 
the attention of academicians and practitioners from all 
over the world [7]. 

The root cause analysis of the industrial accident was 
performed by H. W. Heinrich and identified unsafe 
behavior (88%), unsafe conditions (10%), and natural 
disaster (2%) as root causes of the industrial accidents [5], 
[8]. 98% of accidents can be eliminated by practicing safe 
behavior and maintaining safe site conditions [9], [10]. 
For instance, by focusing on major victims of 
construction accidents, i.e., workers, they can secure their 
safety by safe behavior and either accepting or rejecting 
the risk involved in the work assigned [11]. In the current 
scenario, even though the employer is safety conscious, 
workers can decide to behave either safely or unsafely 
[11]. Also, workers' ability to recognize the hazard and 
understand the magnitude of risk involved determines 
their behavior and safety [11]. However, studies 
highlighted that construction workers do not possess the 
essential skill sets to recognize hazards correctly [7], [12], 
[13]. Consequently, poor hazard recognition leads to 
construction accidents [14]. More specifically, about 50% 
of the hazards remain unrecognized in the construction 
work environment [5], and such poor hazard recognition 
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and assessment are responsible for more than 42% of the 
construction accidents [15].  

Past literature has highlighted that safety training is 
one of the best methods of improving hazard recognition 
skills of the construction workforce [1], [11]. It can be 
ascertained that several employers invest millions of 
dollars in training their employees for hazard 
management and preventing accidents [1]. 
Notwithstanding such initiatives from the employers, the 
desirable level of hazard recognition has not been 
reached [13]. Past studies have highlighted that only 10% 
to 15% of training investments result in expected 
outcomes in the jobsite [1], [16] and have not noticed a 
positive correlation between implementing traditional 
safety training methods and safety performance [17]. 
Whereas on-site demonstrations of hazards for training 
purposes are subjected to injury risk, often time-
consuming and costly [18], [19].  

In recent years, visualization platform-based safety 
training modules have been introduced in the safety 
training domain to overcome the drawbacks of the 
traditional safety training methods. The visualization 
platform-based safety training modules depict actual 
construction sites in the digital environment. Such a 
digital environment replicates hazardous construction 
site conditions that are impossible to observe, unsafe 
behavior that is dangerous to perform, and costly to 
develop in an actual construction work environment [20]. 
Consequently, visualization platform-based safety 
training modules such as Image, VT, and MVR CST 
methods have captured the attention of the researchers. 
Past research has explored the usability of visualization 
platform-based safety training modules [19]. However, 
the detailed investigation of the effectiveness of a 
suitable visualization platform-based CST method is 
understudied. Therefore, this study aimed to identify the 
effectiveness of the suitable visualization platform-based 
CST module. The objectives of the study were two-fold,  

• To identify a suitable visualization platform-based 
CST module, 

• To determine the effectiveness of a suitable 
visualization platform-based CST module. 

2 Background of the study 
Hazard is the potential of something to cause harm 

[21]. Hazards may be predictable as part of planned tasks 
or emergent due to the industry's dynamic nature [11]. At 
present, hazard recognition is solely relied on safety 
officers [22]. At the same time, a past study highlighted 
that about 50% of the hazards remain unrecognized in the 
construction work environment [5] due to the industry's 
dynamic nature, varied safety perception levels, and 
limited numbers of safety officers [22]. On one end, 
studies reported that hazard recognition is the safety 

officer's responsibility [22], and on the other end, safety 
is the responsibility of all stakeholders. In addition, 
small-budget construction projects and safety-insentient 
organizations often do not engage safety officers. 
Therefore, developing and enhancing the hazard 
recognition abilities of the major stakeholders is 
imperative [23]. As a first step, this study considered 
major stakeholders such as construction workers and site 
supervisors as target subjects. Past literature has 
continuously highlighted that safety training is one of the 
best interventions to develop and enhance hazard 
recognition skill sets among construction stakeholders 
[1].  

Safety training enhances employee safety knowledge, 
perception, behavior, compliance, and safety culture and 
performance [24], [25]. As a result, safety training 
interventions have been a point of attraction for the last 
four decades. Some of the studies focused on safety 
training delivery methods, whereas some on safety 
training knowledge transfer. For instance, Cromwell and 
Kolb [16] highlighted that trainees with a high level of 
organization, supervisor, and peer support reported 
higher safety knowledge transfer. Past studies [25], [26] 
also highlighted that traditional safety training delivery 
method such as classroom-based safety training needs to 
be improved for effective knowledge transfer. 
Consequently, researchers have introduced visualization 
platform-based safety training modules [5], [7], [11], [17], 
[19], [20], [27]–[30]. However, a systematic 
investigation on the suitability of the visualization 
platform-based safety training modules for the 
construction industry and the effectiveness of such a 
suitable safety training method is understudied. This 
investigation can strengthen safety training delivery and 
boost knowledge transfer by adopting a suitable and 
effective safety training module for the industry.  

3 Research methodology 
The aim of the study was achieved in two phases. The 

first phase focused on developing visualization platform-
based CST modules and identifying a suitable training 
module for the construction industry. The second phase 
focused on investigating the effectiveness of the suitable 
visualization platform-based CST module.  

3.1 Visualization platform-based construction 
safety training modules and their 
suitability 

This study developed three CST modules: Image, VT, 
and MVR CST. Here, the Image-based CST module 
includes virtual photographs along with associated safety 
information. The VT CST module contains a virtual tour 
around the simulated construction scenario. Here, users 
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were provided with safety information while exploring 
the digital construction work site. The third CST module 
was MVR, which was based on the gaming platform. A 
simulated construction scenario was introduced to users 
through a virtual reality gearbox using a mobile device. 
In this module, the user had the freedom to comprehend 
safety practices while exploring simulated construction 
scenarios using a gaming joystick.     

 The content for CST modules was based on general 
safety practices related to personal protective equipment 
(PPE), scaffolding, construction machinery, and material 
storage. A total of 21 safety practices were considered 
from Bhagwat et al. [19], adopted from various Bureau 
of Indian Standards and a safety handbook. One of the 
examples out of the considered 21 safety practices was 
'Worker on site with proper PPE'. Simulated construction 
scenarios were developed considering 21 safety practices 
and using Trimble SketchUp, Autodesk Revit, and Unity 
game engine. Based on developed simulated construction 
scenarios, Image, VT, and MVR CST modules were 
developed as shown in Figures 1, 2, and 3, respectively.  

 
Figure 1. Screenshot of Image CST module 

 
Figure 2. Screenshot of VT CST module  
 
Developed CST modules were introduced to 

construction professionals, and their views regarding 
suitable safety training module for the construction 
industry was identified through a questionnaire survey. 

 
Figure 3. Screenshot of MVR CST module       
Note: Bracing missing- scaffolds should be 
provided with proper bracing at all required places 
to ensure stability against transverse loads like 
wind load. 

3.2 Effectiveness of the suitable CST module 
The effectiveness of the suitable CST modules was 

evaluated using the HRS of the construction workers and 
supervisors. To do so, adopted 21 safety practices were 
negatively coded and considered for the HRS assessment. 
The relative average hazard weight associated with 21 
unsafe practices was adopted from Bhagwat et al. [19] to 
evaluate the HRS, as shown in table 1. For example, the 
relative average hazard weight of 'Worker on site without 
proper PPE' was 5.12%. The sum of all relative average 
hazard weights for all unsafe practices was 100%. If any 
respondent identified all hazards during the HRS 
assessment, then the respondent was awarded 100% HRS. 
If any respondent did not identify a single hazard was 
awarded 0% HRS. Here, to investigate the effectiveness 
of the suitable CST module, pre-training and post-
training HRS of construction workers and supervisors 
were determined through an experimental study.    

Table 1. Relative average hazard weight (%) of the 
unsafe practices (adapted from Bhagwat et al., [19] with 

permission from ASCE) 

Unsafe practices Weight 
(%) 

Workers without safety helmet 5.58 
Crane member close to overhead power 
lines 5.58 

Person being lifted by crane on its hook or 
boom 5.53 

Unstable or uneven scaffold footing 5.48 
Scaffold bracing is missing 5.38 
working on the scaffold without safety belt 5.33 
Working platform with cracks 5.17 
Worker on site without proper PPE 5.12 
Nails/Bars being projected out 4.97 
Working platform is missing 4.87 
Guardrail not provided 4.61 
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Obstruction on working platform 4.61 
Scaffolding ladder without railing 4.56 
Use of ladder on scaffold 4.56 
Worker sitting on gas cylinder. 4.51 
Toe Boards is missing 4.46 
Stack of cement bags higher than 15 4.10 
Guardrail top railing missing 4.00 
Scaffolds platform not fully planked 4.00 
Cement bags stack higher than 8 without 
crosswise pattern 3.79 

Worker handling cement without goggles 
and dust mask 3.79 

 

4 Data collection, analysis and results 

4.1 Suitable CST module  
As mentioned earlier, this study developed three 

visualization platform-based CST modules. Further, a 
questionnaire survey was conducted through 
construction professionals to identify a suitable CST 
module for the industry. A total of 47 construction 
professionals were approached using the snowball 
sampling technique. Out of which, 45 responses were 
recorded, with a response rate of 95.74%. All responses 
were collected through face-to-face interactions, which 
resulted in a higher response rate and precise inputs. The 
respondents' designation (as shown in Figure 4) and work 
experience (as shown in Figure 5) details highlighted that 
the respondents had varied roles in the construction 
industry with varied work experiences. The total 
experience of the respondents was 352 years, and the 
average experience was more than 7.5 years. Such 
diverse roles and work experiences helped to maintain 
quality and unbiased responses.  

 
Figure 4. Construction professionals' role in the 
construction industry  
Further, the data analysis was performed, and a 

suitable safety training module was identified for the 

construction industry. Out of 45 respondents, eight (18%) 
respondents selected Image, eight (18%) respondents 
selected MVR, and 29 (64%) respondents selected VT as 
a suitable safety training module for the construction 
industry, as shown in Figure 6. Broadly, according to 
construction professionals, the VT CST module is a 
suitable module for the industry. However, more in-depth 
investigations in this domain are warranted to confirm the 
generalizability of the results. 

 
Figure 5. Construction professionals' work 
experience in the construction industry  

 
Figure 6. Construction professionals' percentage 
preferences to the CST modules 

4.2 Effectiveness of VT CST module  
 The study's second objective was achieved using pre-

training and post-training HRS of construction workers 
and supervisors. In this experimental study, fifteen 
respondents participated from three different building 
construction projects. Out of fifteen, twelve respondents 
were workers, and three were site supervisors. The total 
experience of the respondents was 104 years, and the 
average experience was more than 6.5 years. Out of three 
projects, two were residential, and one was a commercial 
building construction project. All three projects were 
located in Mumbai city, Maharashtra, India. Before 
initiating the experimental study, all the respondents 
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were introduced to the study's objective, and their 
consent was obtained. Further, respondents' pre-training 
HRS assessment was conducted. A sample photograph of 
the pre-training HRS assessment is shown in Figure 7. 
The pre-training HRS were calculated using Equation (1).  

 
𝐻𝑅𝑆 =  ∑ (𝑝𝑖) (𝑞𝑖)

21
𝑖=1                           (1) 

 
Where, 𝑝𝑖  = relative average hazard percentage weight, 𝑖 
= 21 unsafe practices considered in the assessment, and 
𝑞𝑖 = (0, 1) if unsafe practice 𝑖 was identified, then 𝑞𝑖 = 1, 
else 0. All pre-training HRS are given in Table 2. For 
example, the pre-training HRS of respondent 1 was 
70.80%. After the pre-training HRS assessment, safety 
training was provided to all respondents using the VT 
module. The training was provided with the help of a 
tablet. A sample photograph of the VT safety training is 
shown in Figure 8. The training time for each respondent 
was seven minutes. After safety training, a post-training 
HRS assessment was conducted, and HRS were 
calculated using Equation (1). All post-training HRS are 
given in Table 2.  

 
Figure 7. Sample photograph of pre-training HRS 
assessment 
 

4.3 Statistical differences between pre-
training and post-training HRS 

Based on the initial observation in Table 2, there were 
differences in construction professionals' pre-training 
and post-training HRS. Therefore, these HRS differences 
were further statistically evaluated with the help of 
hypothesis testing. The null hypothesis (H0) was set as 
construction professionals' post-training HRS were lesser 
than pre-training. The alternative hypothesis (H1) was set 
as construction professionals' post-training HRS were 
greater than pre-training. A One-tail t-test for paired two 
samples for means was performed at the confidence 
interval of 95%. The hypothesis test result rejected H0 (p 
< 0.00), i.e., the post-training HRS were greater than the 
pre-training HRS. This highlighted the effectiveness of 

the VT CST module.  

 
Figure 8. Sample photograph of VT safety 
training to construction professional 

Table 2. Construction professionals' HRS in pre-training 
and post-training safety assessment 

Respondent 
code 

Pre-training 
HRS (%) 

Post-training 
HRS (%) 

Worker 1 70.80 90.29 
Worker 2 32.37 82.35 
Worker 3 47.74 81.64 
Worker 4 56.37 95.83 
Worker 5 88.40 90.70 
Worker 6 59.73 95.83 
Worker 7 45.31 69.19 
Worker 8 36.91 73.69 
Worker 9 50.48 85.93 

Worker 10 72.20 95.72 
Worker 11 49.41 81.99 
Worker 12 53.97 92.81 

Supervisor 1 60.93 100.00 
Supervisor 2 67.59 98.11 
Supervisor 3 60.29 94.32 

5 Discussion 
This study performed a systematic investigation of 

visualization platform-based CST delivery methods 
based on suitability and efficacy for the construction 
industry. A total of 21 practices were considered for the 
investigation purpose. As a next step, this study 
developed three visualization platform-based CST 
modules such as Image, VT, and MVR. According to the 
data analysis, 64% of the construction professionals 
favored the VT module as a suitable CST module for the 
industry. Construction professionals have preferred the 
VT based on time (quick safety training compared to 
Image and MVR), cost (cost-effective compared to 
MVR), ease to use compared to MVR, and little trainer 
intensive [19]. 
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 Further, the levels of hazard (percentage weights) 
were evaluated with the help of experienced construction 
professionals' inputs. The effectiveness of the VT CST 
module was investigated through workers and 
supervisors. The lowest HRS for workers pre-training 
was 32.37%, and the highest HRS was 88.40%. The post-
training lowest HRS for workers was 69.19%, and the 
highest HRS was 95.83%. On average, the pre-training 
HRS for workers was 55.31%, and the post-training HRS 
was 86.33%, as shown in figure 9. The pre-training 
lowest HRS for supervisors was 60.29%, and the highest 
HRS was 67.59%. The post-training lowest HRS for 
supervisors was 94.32%, and the highest score was 
100.00%. On average, the pre-training HRS for 
supervisors was 62.93%, and the post-training HRS was 
97.47%, as shown in figure 9. The overall pre-training 
HRS was 56.83%, and post-training HRS was 88.56%, as 
shown in figure 10. 

Broadly, the results revealed that with a single 
training session of seven minutes, the HRS for the 
workers was enhanced by 31.02%, for supervisors by 
34.54%, and overall by 31.73%. The statistical analysis 
also supported noticed HRS enhancement and concluded 
that pre-training and post-training scores are significantly 
different at the confidence interval of 95%. 

 

 
 

Figure 9. Pre-training and post-training HRS of      
workers and supervisors 

This study also noticed interesting findings that 
construction professionals identified 56.83% of hazards, 
and about 43.17% of hazards were unrecognized. These 
findings are somewhat in line with the past study 
highlighting that about 50% of hazards remain 
unrecognized in the construction environment [5]. In fact, 
there is an improvement in the HRS and a percentage 
reduction in unrecognized hazards, which is a good sign 
for the construction industry. To sum it up, this study 
noticed that VT CST is a suitable safety training delivery 
method for the industry and an effective safety training 
method for knowledge transfer. 

 

 
 

Figure 10. Overall HRS for pre-training and post-
training HRS assessment 

6 Conclusion 
This study aimed to identify a suitable and effective 

visualization platform-based safety training module for 
the construction industry. As a first step, three 
visualization platform-based CST modules were 
developed, and VT was identified as a suitable safety 
training module for the construction industry. Here, the 
suitability of the modules presented an initial Next, the 
effectiveness of the VT CST module was evaluated. The 
efficacy of the VT CST was confirmed based on 
significantly (p < 0.00) enhanced HRS from 56.83% to 
88.56% using single-time safety interventions.  

As mentioned earlier, findings on the suitability of the 
CST modules need to be sharpened in the future with 
more in-depth investigations. Next, recently, 360-degree 
panorama, Mixed reality, and other visualization 
platform-based safety training methods have been 
introduced to the construction safety domain. Future 
research studies can focus on mentioned advanced safety 
training delivery methods for further in-depth 
investigation. The theoretical contribution of the study is 
to perform a comparative analysis of advanced 
visualization platform-based CST modules and identify 
suitable and effective safety training delivery and 
knowledge transfer module for the construction industry. 
The practical contribution of the study is construction 
professionals can develop and adopt personalized VT 
CST modules for training construction stakeholders and 
to enhance their hazard recognition capabilities and 
safety performance of the project. 
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Abstract – 
Close to 15% of the world’s surface area is 

semiarid where 1.1 billion of the most vulnerable 
people on earth live.  In contrast to arid, semiarid 
regions have substantial rainfall albeit it quickly 
evaporates and therefore vegetation and biomass 
growth are limited.  A new concept calls for terrain 
alteration by earth moving to construct north-south 
slopes where on the northern slope in the northern 
hemisphere solar irradiation is reduced, causing in 
turn a reduction in evapotranspiration (ET), allowing 
for cultivation.   The dimension of the slopes (or ridges) 
is on the order of 5-10 meters and its slope angle is in 
the range of 15-20 degrees.  This paper provides the 
motivation for such development and an overview of 
the necessary research and development for 
implementation. It also focuses specifically on the 
topic of earthmoving operations that are involved, the 
equipment it requires, and discusses the potential for 
employing robotics and automated construction 
methods to improve the economic and environmental 
feasibility of such an endeavor. 

Keywords – 
Cultivation; Earth moving equipment; Food 

and agriculture; Automatic and robotic construction 

1 Introduction 
The world arable land in 2020 has been reduced to 44% 

of the arable land that was once available in 1960 (Figure 
1). In the meanwhile, the world population has increased 
during this period by a factor of 2.63.  This means that in 
2020 each unit of arable land must produce 2.63/0.44 = 
5.97 times more in comparison to a unit of land in 1960 
and such an increasing productivity is hard to achieve.  
Subsequently, products like highly efficient fertilizers or 
weed killers have emerged, yielding gains in cultivation 
but impacting the environment. Therefore, to assure 
world food security more arable land is required. This 

could be achieved by creating a new “Green Revolution 
2.0” for the semiarid world by the alteration of its terrain 
to enable a new extensive agriculture mode by retaining 
rainfall through reduction of ET. The artistic conception 
of earthmoving and construction of the slopes can be seen 
in Figure 2. As the proposed concept will be explained in 
the subsequent chapters, it imitates vegetation patterns 
that exist in nature. We hereby contribute an overview 
and a preliminary assessment from the construction and 
earthmoving point of view. 

Figure 1. Increase in world population by 2.63 
(blue curve) and decrease of arable land to 44% 
(orange curve), 1960-2020 [1]. 

Figure 2. Artistic conception of earthmoving and 
construction of the North-South slopes. 
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This paper presents first the related work, then 
introduces the topics of the design and the construction 
of the slopes, the suitability of sites for application, and 
the factors and degrees how construction can be 
automated and robotized. The paper concludes with a 
brief discussion on potential impact and an outlook of 
future work. 

2 Related work 
Research on semiarid agriculture is limited in 

comparison to that of agriculture in temperate zones [2, 
3]. Only a few industrialized countries have significant 
semiarid cultivation expertise such as in Australia, US 
Southwestern United States and Israel. There, semiarid 
land is used intensively in agriculture because large 
amounts of resources such as water, labor and fertilizer 
cannot be used per land unit. In contrast, however, most 
of the world’s food is produced by extensive agriculture 
using large, accessible land areas where the output 
provides human food and animal feed. 

As shown in Figure 3, the Northern slope in the 
northern hemisphere is lush, moist and green; the 
Southern slope is dry and unusable. Only the Northern 
slope is potentially cultivable. The proposed concept 
imitates vegetation patterns on natural north-south slopes. 

Moreover, consider the following example (Figure 4): 
The annual precipitation in London, UK is 24 inches, 
while the annual precipitation in Dallas, TX is 35 inches. 
And yet London (51 degrees latitude) is green and lush 
while Dallas at 31.5 degrees is semi-arid. A small 
difference in latitude and solar irradiation flux can cause 
a dramatic difference in vegetation and biomass 
productivity. 

The concept outlined hereby is new and requires 
research and development on agronomic, plant and soil 
sciences, hydrology, climate and rainfall patterns, and 
atmospheric land interaction. Furthermore, the main 
variables for a return on investment analysis (ROI) are 
the cost to construct the slopes and the water “cost 
avoidance” by the water gain by rainfall retention. This 
paper explores the technologies that could be used to 
create and construct the slopes to provide cost-
effectiveness for new semiarid arable land that can be 
cultivated and yield results as shown in Figure 5. 

Figure 3: Typical natural North-South slopes in 
semiarid areas.  

Figure 4: Public Work, San Angelo, Texas. Grass 
appeared spontaneously on the Northern slope 
two weeks after creation. 

Figure 5: Examples of cultivation on the Northern 
slope. 
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3 Man-made slopes 

3.1 Slope design 
The Northern and Southern slopes’ widths are divided 

in a ratio of 2:1 or 3:1 in order to maximize the cultivable 
northern slope area (Figure 6). The Southern slope is 
steeper and therefore, to prevent soil erosion it will be 
covered by a plastic sheet. The sloping angle of the 
Northern slope will be determined by the “necessary” 
reduction of evapotranspiration required for different 
climates and crops intended for cultivation. 

Figure 6: Cross-sectional view: Steep southern 
slope is covered with a plastic sheet to prevent soil 
erosion; the topsoil below the plastic sheet is 
scrubbed and placed on the northern slope. 

The amount of earth moved by the construction of the 
slopes is proportional to the cross-section area of the 
slope triangles, which is proportional in turn to the square 
of the dimensions of the slope. To minimize the amount 
of earth moved and its associated cost, narrow slopes are 
preferable. But from the agronomic point of view wider 
slopes are more practical. In this effort we will determine 
the optimal dimensions to address these considerations. 

The reduction of solar energy on the slope is expected 
to reduce evapotranspiration (ET). A shallow sloping 
angle will not produce enough reduction in solar input 
and reduction of ET.  On the other hand, an overly steep 
angle will excessively reduce solar radiation and 
photosynthesis and also increase soil erosion and water 
runoff. An optimal altered ET will define the sloping 
angle for the “necessary” reduction of ET in comparison 
to that on flat terrain.  The necessary ET will depend on 
local climate, growing seasons, and intended crops.    

Any reduction of ET will decrease the difference 
between local precipitation and ET and the irrigation 
water requirement. The ideal case is when the new altered 
ET is less or equal to local precipitation.  The altered new 
ET will determine the required sloping angle. 

3.2 Relevant other factors 
One concern is that the sloping terrain’s soil will 

erode, requiring frequent correction and earthmoving. 
The steeper Southern slope, which is more susceptible to 
erosion, could be covered by a plastic sheet. As for the 
northern slope, we can learn from how hillsides are 
stabilized for crops such as grapes and winter wheat 
(Figure 7). 

The topsoil on the Southern slope below the plastic 
sheet could be scrubbed and placed on the Northern slope. 

Also, if soil is eroded on the Northern slopes, it is not 
necessarily lost; it will accumulate in the areas between 
the slopes and if necessary, it could be spread back on the 
slope every few years. 

Mathematical models of soil erosion and water runoff 
are difficult to create and run with acceptable accuracy, 
so these topics could be studied based upon the 
vegetation grown on natural slopes. 

Danger to wildlife, birds and insects will be assessed 
and passage for desert animals will be created every few 
slopes to allow easy passage. An assessment of the 
impact on biotics will also be done by the agronomists 
and soil scientists taking part in this program. 

Figure 7: Practiced hillside cultivation demonstrates 
how soil erosion and water runoff are prevented in the 
cultivation of natural slopes and can be implemented in 
the construction of man-made slopes. 

4 Survey of potential sites 

4.1 Geoinformation 
Detecting differences between vegetation growth on 

natural sloping terrains with different inclinations could 
be done using a space-borne Synthetic Aperture Radar 
(SAR). Differences in vegetation between adjacent areas 
can be detected using SAR remote sensing techniques. 
This may be done for testing and demonstrating that 
indeed natural sloped terrains have different vegetation 
covers [4]. 
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Spaceborne SAR has been used extensively to map 
and monitor vegetation since the 1990s, when the first 
SAR missions were launched. SAR sensors are active 
systems that transmit a coherent radar signal to the 
Earth’s surface and measure the characteristics of the 
response backscattered from the target area. The 
interaction of the radar signal with vegetation is a 
function of the vegetation type and the radar wavelength. 
Studies of forest biomass are typically carried out using 
longer wavelengths such as L-band as the signal is able 
to penetrate the canopy and interact with the branches 
and trunks of the forest [5]. Shorter wavelengths (e.g., X- 
and C-band) are less able to penetrate vegetation as they 
interact with leaves and smaller branches. 

4.2 Relationship between topography and 
vegetation growth 

Vegetation growth is affected by many factors such 
as soil moisture, air temperature, light, nutrients, soils, 
competition, predation, disturbance, species composition, 
and more. Variations in many of these variables are 
associated with attributes of local topography such as 
aspect, elevation, slope and inclination, as well as climate 
drivers. Topography strongly affects the distribution of 
insolation. Patterns of incoming solar radiation affect 
energy and water balances within a landscape, resulting 
in changes in air temperature, humidity and soil moisture, 
which in turn impact vegetation attributes.  

In the Northern hemisphere, it is common sense that 
a southwestern slope is sunnier, hotter and drier than a 
northeastern slope because the apex of the sun is 
perpendicular to south-facing slopes. From the air, it is 
often easy to see the denser vegetation on north-facing 
slopes. However, in some parts of the world with plenty 
of moisture, vegetation may prefer south-facing slopes 
where they can thrive in the relative warmth.  

Other factors such as climate, elevation, and species 
composition may further complicate these relationships. 
Jin et al. [6], for example, showed for the Qilian 
Mountain area of China that such aspects have a large 
impact on the vegetation at certain slopes and elevations 
due to changes in evapotranspiration. Figure 8 shows 
such a complex relationship between elevation, aspect, 
and Normalized Difference Vegetation Index (NDVI) 
based on remote sensing and elevation data. The NDVI 
is a dimensionless index that describes the difference 
between visible and near-infrared reflectance of 
vegetation cover and can be used to estimate the density 
of green on an area of land. 

Figure 8: The change of the mean NDVI values 
with elevation and aspect in the northern part of 
Qilian Mountain. A Gaussian smooth filter was 
used and a low pass convolution was performed 
on the grid data to present a more consistent and 
smoother map. Note: a refiner scale (0.02) was 
used when the NDVI value is larger than 0.5 [6]. 

5 Construction of the slopes 
The cost of earth moving cannot be compared to the 

cost of earthmoving done on relatively small areas such 
as for the foundations of buildings and road construction. 
In these operations earth is dug by bulldozers and 
excavators and is transported to certain distances by 
trucks. 

In contrast, the proposed terrain alteration does not 
require actual moving of earth (Figure 9). The average 
level of the terrain remains the same as before the 
operation. It requires relatively shallow digging and 
landscape alteration without transporting earth. Despite 
this relatively localized work scope, the areal spread of 
the project makes earth moving a very important 
consideration. Furthermore, given the sustainability 
goals that are being targeted by the conversion of arid to 
semi-arid land, the earthmoving operations need 
appropriate planning to ensure that their cost and impact 
on environment are minimized in order to ensure the 
long-term economic and environmental feasibility of this 
project. Towards that end the following aspects are 
proposed for planning the earthmoving in this paper: (1) 
earthwork planning and analysis, (2) equipment selection, 
(3) construction and maintenance operations, (4)
automation of operations, and (5) public perception.
These topics are discussed in the following sections.
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Figure 9: Earthmoving for north-south slopes 
construction. 

5.1 Earthwork planning and analysis 
The primary metrics of interest towards obtaining the 

cost estimate and schedule for the re-slope operations is 
determining the following metrics about earthwork: 
volume of earth to move, haul distances, and haul grades. 
These will inform the selection of equipment fleets and 
the total time and cost for project completion. A mass 
haul diagram will be employed for earthwork planning to 
obtain these measures. 

 Earthwork planning with mass haul calculations: In
order to convert a terrain of arbitrary topography to
a sloped terrain, the contractor determines the
amount of earth to be moved and the distance over
which such movement occurs. This requires
capturing the Digital Terrain Model (DTM) of the
area, preferably using an aerial LIDAR (light
detection and ranging) survey; and overlaying it
with the proposed sloped terrain to identify where
the cut and fill sections of the project would be. For
purposes of planning, the entire area would be
subdivided into a suitable grid (e.g., 5x5 meters).
The difference between existing and planned terrain
will provide an identification of cut and fill grid
sections, cut and fill elevation differences, and
volume to be moved between grid sections. These
factors will inform the choice of equipment to be
employed.

 Contract administration: The contract for the
earthwork will expect to be paid on a unit-cost basis
per unit volume of soil. The exact amount of the unit
cost will be determined based on existing project
site conditions.

 Operation time: Because the work is expected to be
conducted in a semi-arid location, the most
effective time for performing the primary earthwork
tasks would be during or (preferably) just after the
wet season. This is because the rainwater that has

permeated the soil can help improve the plasticity 
of soil, and thereby ease the workload on the 
earthwork equipment. 

5.2 Equipment selection and development 
The primary earthwork tasks that are expected to be 

performed are earthmoving, ploughing, grading to the 
desired slopes. Given that these projects will mostly 
occur in relatively non-undulating terrain, it is expected 
that there will be little need for moving earth across grid 
sections. Thus the primary equipment needs will be for 
ploughing the soil for mixture of nutrients and grading.  

 Soil Grading: Thus, the primary equipment for
shaping the terrain into slopes is expected to be
motor-graders after the soil has been sufficiently
ploughed and infused with nutrients. Typical motor
grader blade widths range within a few meters.

 Ploughing the soil: The task of deep-ploughing (up
to 2 m depth) could be done with rippers attached to
dozers, while shallow plowing (up to 0.3 m depth)
and mixing could be done with the scarifier
implement attached to the motor-grader. Given that
it is expected to require ploughing to greater depths,
custom-built ploughs and implements that attach to
to the grader or a dozer could be considered.

 Soil Stabilization: It may be required to perform
methods to stabilize the soil to maintain the slopes.
This will be done by mechanical means, rather than
chemical due to the need to grow crops on the
slopes.

Given the unique nature of the project, there is quite 
a considerable potential for the development of novel 
equipment: for example size and scalability are expected 
that this project can necessitate the development of novel 
implements for deep ploughing, nutrient mixing, and 
large-width grading. 

5.3 Construction and maintenance of slopes 
The primary construction of slopes will be performed 

using motor graders that are equipped with APG-enabled 
automated machine guidance and control (AMG and 
AMC). This technology uses real-time data from GPS 
sensors of receivers attached to the graders moldboard to 
automatically adjust the angle and pitch of the moldboard 
to obtain the desired shape of slope in the given terrain. 
This technology augmented the operator’s capabilities 
and ensures adheres to plans that are uploaded to the 
motor graders AMG system. 

Apart from the initial construction of the slopes, 
annual maintenance may be required to offset any soil 
erosion caused by wind or other forces. It is expected that 
for a slight grading a single grader will suffice for an 
entire area (e.g., 10 square kilometers). Agricultural 
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operations related to sowing and harvesting can be 
performed using conventional agricultural equipment. 

5.4 Automation of operations 
Since the majority of earth moving contractors 

already have difficulty finding skilled equipment 
operators or turn down work, it is posited that a project 
of such large scope and relatively simplistic operations in 
remote locations provides the ideal testing and proving 
grounds for the automated construction equipment and 
their operations. Apart from the previously mentioned 
automation methods such as AMG and AMC for grader 
control that will be heavily used in this project, these 
operations will also enable the testing of autonomous 
graders and soil stabilizers.  

Such automated operations could use robotic graders 
(such as are used for road leveling or snow plowing). 
Robots can solve the problem because automatic steering 
of vehicles in this use case does not require to frequently 
turn, stop or drive in reverse; they can cruise relatively 
fast in straight lines making rapid inexpensive terrain 
alteration and do this automatically in repetitive cycles of 
typical operations. This eliminates waste like it is 
common in general construction projects (e.g., schedule 
and cost overruns, over-allocation of resources, not 
optimal maintenance tasks). Likewise, high demand is set 
on a variety of technology that needs to safely steer the 
vehicles in rough(er than expected) terrain. Safety in 
equipment operation as it relates to detecting pedestrians, 
animals, or other obstructions close or nearby to it, is 
always a concern and specifically when it comes from the 
exploration or use of driverless machines [8]. There are 
numerous other challenges in the automation of earth-
moving machines [9, 10], including but not limited to 
emissions that are generated by fossil fuel-powered 
engines [11]. 

5.5 Public perception of operations 
Given the large-scale nature of operations involved in 

natural terrain, it will be necessary to clearly 
communicate the cost and benefits of this project to the 
public. Metrics such as construction duration and costs, 
emissions produced, along with the fruits of the project 
such as crops grown must be clearly understandable to 
the public. Towards this end, novel tangible user 
interfaces of Augmented Reality (AR) sandboxes to plan 
the project and visualize the metrics of interest on the 
project in response to user input [12]. 

Previous experiences and works in developing 
earthwork calculation applications for the AR sandbox 
for highway construction (Figure 10) and traffic analysis 
purposes can inform non-literate bystanders of the 
development. For example, novel visualizations and 
tangible interactive planning tools will result for the 

project. These can serve as a public interaction and 
dissemination tool to engage with the public and improve 
their perception about this project while sensors on 
unmanned aerial vehicles (UAVs) provide run-time 
project state data [13] that can be used in digital terrain 
modeling or earthwork planning [14-15] and earthwork 
progress [16] or productivity analysis [17-19]. 

Figure 10: Interactive terrain visualization using a 
AR sandbox. 

6 Conclusion 
15% of the world surface area is semi-arid where 1.1 

billion people live. In the Northern hemisphere the 
North-South slopes have the potential to produce jobs, to 
promote economic development and to provide food 
security for developing countries. In some cases, 
agribusiness corporations are likely to invest, buy land, 
upgrade and cultivate it for export. 

The presented work is a preliminary study on 
revitalizing the concept of North-South slopes for the 
application of converting dryland into arable land. 
Explanations to the design and construction methods 
were presented as they relate to the topic of automatizing 
and robotizing earth movement equipment in 
construction. A variety of topics like the impact on 
converting naturally-built states in the environment and 
the potential impact on climate and food supply were 
touched upon but deserve much more attention in future 
studies.  
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Abstract – 

Construction remains among the most hazardous 
workplaces, thus a significant amount of time and 
effort in reporting and investigating the accident 
occurrences has been done in the past decades by 
government agencies. In light of construction safety, 
analyzing textual information in construction 
accident records may assist in our comprehension of 
past data and be used to minimize future risks. Many 
attempts have been made in previous studies to 
identify causes and related entities but yet consider 
worker activities and behaviors. This study presents a 
framework that adopts a Probabilistic Language 
Model to sequence actions taken by workers that 
depict construction scenarios from unstructured 
accident narrative reports. The proposed approach 
achieved outstanding performances with the highest 
sequence accuracy and pairwise sequence accuracy of 
84.81 % and 89.12%, respectively. Moreover, an 
action sequence database that can explain the 
relationship between workers’ actions was created. 
This research is anticipated to contribute to 
enhancing understanding and establishing safety 
management systems to actively forecast and prevent 
accidents. 

 
Keywords – 

Construction safety; Accident reports; 
Probabilistic Language Model; Natural Language 
Processing 

1 Introduction 
Construction sites remain among the most hazardous 

work environments for laborers. Despite several attempts 
driven by this relatively low-performance level, accident 
statistics have never really improved appreciably over the 
last decade [1]. These accidents raised major health and 
safety issues and substantial financial loss [2]. Hence, it 
is critical to gain a deeper insight into construction 
accidents to enhance safety performance. Over time, a 
vast amount of detailed information in the form of data 

would be gathered. Accident reports are essential but 
underutilized due to the difficulty of extracting data from 
unstructured text. Due to the critical significance of 
accident reports, more focus has lately been put on 
ensuring the reliability of the data collected and report 
organization. Construction accident reports are valuable 
sources of information, and the process of assessing them 
may provide critical insight into previous events to avoid 
future recurrences. 

Numerous scholars have worked to build automated 
models accompanied with Natural Language Processing 
(NLP) that might be used to analyze textual data 
contained in construction accident reports with the 
minimum human intervention. Serval studies [3]–[8] 
adopted a supervised approach to classifying the causes, 
types of injury, and injured body parts. Besides, another 
study [9] examined the efficacy of an unsupervised 
approach for clustering accident reports. Afterward, the 
authors monitored the results and retrieved pertinent 
information about the objects and factors contributing to 
the incidents. The studies, as mentioned above, have 
achieved outstanding success, and their findings have 
made significant contributions to advancing safety 
knowledge and improving safety plans. However, a 
crucial factor that has not been taken into consideration 
is the worker’s sequence of actions that reflects the 
construction scene at the time of an accident. 

The key motivation for this paper is to address that 
research gap. This study adopted the Probabilistic 
Language Model to develop an Action Sequencing 
Model that can sequence the actions taken by workers 
from unstructured accident reports obtained from the 
Occupational Safety and Health Administration (OSHA). 
Accident reports were split into separate sentences, and 
each sentence was annotated to a particular action label 
before feeding as input for the model. The major 
contribution of this work is an action sequence database 
that can explain the relationship between actions showing 
the scene of the construction accident. Exploring this 
database can help widen the horizons and develop a 
safety management system to predict and prevent 
catastrophes actively. 
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2 Background 

2.1 Probabilistic Language Model 
Models that can be utilized to assign a probability to 

a sentence or a sequence of words are called Probabilistic 
Language Models [10]. Probabilistic Language Models 
have been employed in a variety of research fields to date 
in numerous NLP applications, such as Handwriting 
Recognition [11], Machine Translation [12], Speech 
Recognition [13], Spelling Correction [14], and 
Information Retrieval [15]–[17]. N-gram models, 
commonly referred to as Markov models, are detailed in 
the following section. 

2.1.1 N-Gram Language Models 

Given a sequence of words W(w1,w2,…wn), a model 
that calculates the probability of either P(W) or 
P(wn|w1,w2,…wn-1) is called a Probabilistic Language 
Model.  

To decompose these probabilities, the chain rule of 
probability is applied. The chain rule of probability is a 
theory that allows calculating any member of a joint 
distribution of random variables using conditional 
probabilities. Given n event (i.e., x1, x2,…xn), the 
probability P(x1, x2,…xn) is 

1 2 1 2 1 1 2 1( , ,... ) ( ) ( | )... ( | , ... )n n nP x x x P x P x x P x x x x −=   (1) 
The sequence event x1, x2,…xn can be represented as 

x1:n. The equation (1) is rewritten: 
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Applying the chain rule to the sequence of words W: 
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The chain rule emphasizes the link between 
calculating the joint probability of a sequence and 
computing the conditional probability of a word given 
previous words. Equation (3) suggests estimating the 
joint probability of an entire sequence of words by 
multiplying the number of conditional probabilities 
together. However, it is challenging to calculate the exact 
probability of a word given a long sequence of preceding 
words P(wn|w1:n-1).  

The assumption that the probability of a word 
depends solely on the preceding word(s) is known as the 
Markov assumption. Markov models, also known as N-
gram models, are the class of probabilistic models that 
presume that we can estimate the probability of some 
future items without referring too far into the past [18]. 
Then we approximate the probability of a word given its 
entire context as follows: 

1: 1 1: 1( | ) ( | )n n n n N nP w w P w w− − + −≈                 (4) 
What method do we use to calculate N-gram 

probabilities? An intuitive method to estimate 
probabilities is called Maximum Likelihood Estimation 
(MLE). We obtain the MLE estimation for the 
parameters of an N-gram model by getting counts from a 
corpus and normalizing the counts so that they lie 
between 0 and 1 [10]. 
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Equation (5) estimates the N-gram probability by 
dividing the observed frequency of a particular sequence 
by the observed frequency of a prefix. This is known as 
a relative frequency ratio. 

Because probabilities are less than or equal to one, 
multiplying probabilities together results in a smaller 
product. In practice, using log probabilities rather than 
raw probabilities can assist obtain figures that are not as 
small. 

2.1.2 Smoothing Techniques 

Smoothing is a technique for creating an 
approximation function that tries to capture essential 
patterns in data while eliminating noise and other fine-
scale structures/rapid events [19]. In Probabilistic 
Language Model, the MLE of probabilities generally 
results in overfitting training data and poor performance 
on unseen data. It is preferable to utilize smoothed 
estimates of these values instead [20]. In some cases, an 
N-gram is never observed in the training data, resulting 
in the zero probability of a sequence of words. To avoid 
the model from assigning 0 probability to these unseen 
items, we must take a bit of probability from some more 
frequent items and give it to the items that have never 
been observed. This modification is called smoothing. A 
large number of other smoothing techniques for N-gram 
models have been proposed, such as Laplace Smoothing 
[21], Add-k smoothing [22], Stupid backoff [23], and 
Kneser-Ney smoothing [24]. 

2.2 Action Sequencing 
Sequencing actions from natural language text 

intended for human consumption is difficult since it does 
not contain a time series attribute and needs agents to 
comprehend complicated contexts of actions. Husari et al. 
[25] proposed a framework called ActionMiner that 
combined Entropy and Mutual Information with some 
basic NLP techniques to extract threat actions from 
Cyber Threat Intelligence reports and achieved good 
performance. However, this study only extracted all 
actions to the list and cannot analyze their relationship or 
sequence. Manshadi et al. [26] developed a probabilistic 
language model and used the predicate-argument pair 
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(verb-object; E.g., got-tire) to represent an action. This 
model can capture the expected sequences in simple 
narrative texts which have very few verbs in the corpus 
of Weblog Stories. In other studies, Feng et al. [27] 
proposed a novel approach EASDRL to automatically 
extract action sequences from texts based on deep 
reinforcement learning, and Mei et al. [28] adopted an 
encoder-decoder model with long short-term memory 
recurrent neural networks (LSTM-RNN) translates 
natural language instructions to action sequences. These 
works can extract meaningful action sequences from 
complicated sentences in free natural language; however, 
input data require that the order of sentences corresponds 
to the sequence of actions. Due to this limitation, it is hard 
to apply unstructured textual data such as accident reports. 
To deal with these restrictions, various significant efforts 
[29]–[33] employing the state-of-the-art machine 
learning algorithms for the task Sentence Ordering and 
Coherence can be taken into account before extracting 
action sequences. Nevertheless, these models only 
performed well for judging the order of sentence pairs 
and achieved relatively poor performance on the whole 
paragraph; hence, the application of models [27] and [28] 
would not really be feasible. 

2.3 Related Studies 
In the construction domain, numerous studies were 

conducted by researchers to explore the accident reports. 
Tixier [3] developed an automated model based on 
keyword dictionaries and R functions. This model is 
capable of scanning textual injury reports and extracting 
precursors, injury types, energy sources, and body parts 
with an accuracy of 95%. Goh et al. [4] adopted six 
machine learning algorithms, including support vector 
machine (SVM), linear regression (LR), random forest 
(RF), k-nearest neighbor (KNN), decision tree (DT), and 
Naive Bayes (NB), to classifying accident reports into 11 
predefined labels of causes. This research indicated the 
good performance of SVM compared to others; however, 
the performance metrics were not good. In other research, 
Cheng [5] proposed a hybrid supervised machine 
learning named Symbiotic Gated Recurrent Unit (SGRU) 
for the task of categorizing 1000 construction reports into 
11 unique label causes; the result exhibited significant 
improvements to the previous study. Recently, Zhong et 
al. [6] employed Convolutional Neural Network to 
classify accident narratives automatically. The authors 
later used The Latent Dirichlet Allocation (LDA) model 
to analyze and visualize the relationship of causes and 
related objects. The results provide valuable insights 
from text data. Chokor et al. [9] conducted a K-means 
clustering unsupervised approach to classify construction 
injury reports. Four types of accident causes were 
identified, including fall, struck by objects, 
electrocutions, and trench collapse. The aforementioned 

research is solely concerned with determining the causes 
and frequent objects causing accidents, not extracting the 
sequence of actions taken by workers associated with 
accidents which might be crucial to enhance safety 
management. 

This study addresses the research gap in previous 
studies; we developed an Action Sequencing Model that 
can sequence actions from accident reports. Our model 
can deal with the problem of complicated sentences and 
unstructured text without any effort of reordering actions 
and sentences. The result is able to identify potential 
relationships concerning the occurrences and describe the 
associated behaviors of workers that reflect the 
construction scene at the time of an accident. 

3 Methodology 
This study adopted the Probabilistic Language Model 

for developing an Action Sequencing Model (as depicted 
in Figure 1). To begin with, data preparation is to develop 
the datasets for training and evaluating the model. 
Several steps were then utilized for training the Action 
Sequencing Model before model evaluation was 
implemented. 

 

 
Figure 1. Methodology of Action Sequencing 
Model 
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3.1 Dataset Preparation 
The accident reports are freely available online from 

the OSHA website [34]. In this study, accident reports, 
including a thorough account of construction site 
incidents, were picked and saved in a Microsoft Excel file. 
A sample size of 328 accident reports was chosen, and 
each report was split into separate sentences. As a result, 
the raw dataset of 1,689 sentences was developed. An 
accident report (also known as Accident Investigation 
Summary) is written by inspectors in free natural 
language to briefly describe some of the main points of 
an accident, so it mostly contains simple and short 
sentences. 

 
Figure 2. Sample accident reports and labeled 
statements 

Sentence labeling is the second step after splitting 
accident reports. Since accident reports are written in free 
natural language, it is difficult to directly identify and 
access vast amounts of information. The authors 
analyzed thoroughly and determined that, despite being 
unstructured text, each accident report contains three key 
pieces of information: sentences mention actions before 
the accident, sentences describe accident event, and 
sentences provide subsequent results. Therefore, the 
extracted sentences were annotated into the predefined 
level 1 labels, namely Action, Event, and Consequence, 
for grouping information. Following that, the sentences 
in each level 1 label were annotated into level 2 labels for 
the task sequences extraction (as shown in Figure 2).  
Aside from the summary of the incident, each accident 
report obtained from OSHA provides additional 
information such as diagnosis, cause, degree (bruise, 
fatality, etc.), occupation etc., which the authors referred 
to and reviewed for the unique labels of the statements. 
The authors also reused and calibrated many labels from 
OSHA definitions to establish the labels in the dataset. In 
some small number of situations, if a statement contained 
information that might be considered as multi-label 
categories and could not be aligned with one unique label 
based on OSHA additional information, a unique label 

was assigned according to the principle of identifying the 
most significant contribution to the accident compared to 
the others. Figure 3 depicts the label diagram for the final 
labeling result in this study. As a result, the Action group 
has 30 unique labels, while Event and Consequence have 
the same number of unique labels of 12. Since the 
findings of dataset preparation occupy a large space and 
the paper length is limited, the authors could only show 
some typical labels. Among level 2 labels, “None” is a 
specially designed label that presents noise information 
in sentences without specific action, ambiguities or 
provides general information such as the sentence “There 
were no witnesses to the accident” or “The pit measured 
approximately 5 feet to 8 feet deep”.  

 
Figure 3. Labels of sentences extracted from 
accident reports 

The next two important steps in data preparation are 
Dropping None label and Changing label format. As 
mentioned above, sentences labeled as None provided 
irrelevant information to extract sequences. This 
dropping helped filter and keep crucial extracted 
information. Some labels have more than one word, such 
as “Lifting operation” and “Working at height;” changing 
format step facilitated long word labels treated as one 
word (token) by adding underlines to link words. As a 
result, “Lifting operation” and “Working at height” were 
converted to “Lifting_operation” and “Working_at 
_height,” respectively. For this study, the authors read 
carefully and annotated the actual sequence of each 
accident report using level 2 labels and the order of action 
as a reference to develop and evaluate the model. A 
sequence is exhibited by a sequence of words. For 
example, an actual sequence with three elements is 
presented as “Carpentry Fall Bruise”; it can be 
interpreted as a sequence of actions Carpentry → Fall → 
Bruise. Table 1 shows the distribution of the length of the 
actual action sequence. 
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Table 1. The distribution of the length of the actual 
action sequence 

The length of 
action sequence 

The number of 
action sequence 

Percentage 

2 elements 15 4.57% 
3 elements 147 44.82% 
4 elements 118 35.98% 
5 elements 35 10.67% 
6 elements 12 3.66% 
7 elements 0 0% 
8 elements 1 0.3% 
Total 328 100% 

Finally, the final database was randomly split into 75% 
and 25% for the training and testing datasets, respectively. 

3.2 Model Training 
3.2.1 Bigram Language Model 

In this study, the authors adopted bigram (N=2) to 
train the N-gram Language Model. The Bigram 
Language Model is the underlying Probabilistic 
Language Model, which has a wide application. As 
mentioned, the authors annotated the actual sequence of 
each accident report to train the model. Each element 
(level 2 label) of the actual sequence plays a role as a 
unigram, while a bigram is a sequence of two adjacent 
elements. Hence, the probability of an individual 
unigram given the bigram assumption: 

1: 1 1( | ) ( | )n n n nP w w P w w− −≈                   (6) 
The chain rule to the sequence of unigrams W: 

1: 11
( )  ( | )

n

n k kk
P w P w w −=

= Π                     (7) 

where: 
-1

-1
-1

( )
( | )  

( )
k k

k k
k

C w w
P w w

C w
=                     (8) 

C is the frequency (count) of each pattern in the 
corpus. 

Equation (8) calculates the probability of a bigram by 
dividing the observed frequency of this bigram by the 
observed frequency of the first unigram belonging to this 
bigram. This probability is also known as a relative 
frequency ratio. For example, to calculate the probability 
of a bigram “Struck Fall,” we need to get the counts of 
bigram “Struck Fall” and unigram “Struck” from the 
corpus level 2 labels. Afterward, we calculate the 
division of these two values.  

(Struck Fall)(Fall | Struck) = 
(Struck)

CP
C

 

P(Fall | Struck) denotes the probability of the unigram 
Fall given the unigram Struck; it is also known as 
P(Struck Fall). It can be interpreted as the probability of 
“Fall” occurring after “Struck.” 

3.2.2 Smoothing Technique 

Laplace Smoothing is used in this study to deal with 
the zero Bigram probability. This is the simplest and 
quickest technique to smooth data by adding one to all 
Bigram counts before normalizing them to probabilities. 
The probability of an individual unigram in equation (8) 
is expressed as: 

-1
-1

-1

( ) 1
( | )  

( )
k k

k k
k

C w w
P w w

C w V
+

=
+

                  (9) 

where V denotes the vocabulary, the set of all unigrams 
under consideration.  

3.2.3 Training Action Sequencing Model 

This study using Bigram Language Model developed 
the Bigram Sequence Probability Database as a root for 
training the Action Sequencing model: 

• A Bag of Bigram was created based on a corpus of 
actual sequences retrieved from the training dataset. 

• Adopt MLE as shown in equations (8) and (9) to 
estimate the probabilities of all bigrams in the Bag 
of Bigram. These probabilities are also known as 
the probabilities of the sequence of two actions. The 
obtained database is called the Bigram Sequence 
Probability Database. 

• Apply the chain rule in equation (7) to calculate the 
probability of the action sequences. The probability 
of the bigrams retrieved from the Bigram Sequence 
Probability Database. 

The obtained Bigram Sequence Probability Database 
contains all bigrams (sequence of two elements level 2 
label) along with their probabilities that illustrate their 
likelihood. As a matter of fact, the resulting database is 
not only a component of the Action Sequencing Model 
but still has practical implications. For example, when 
considering what are immediately potential 
consequences following the event “Fall;” querying the 
Bigram Sequence Probability Database, we can achieve 
all results such as “Fracture” occupies the highest 
probability with P(Fracture|Fall) = 0.3, “Bruise” with 
P(Bruise|Fall) = 0.05, and “Fatality” with P(Fatality|Fall) 
= 0.1. This retrieval provides insight and enhances our 
understanding of all possible outcomes and what is most 
likely to happen for the prediction task. 

3.3 Model Evaluation 
Model evaluation is to evaluate the performance of 

the trained model on the testing dataset. The process 
includes preprocessing the testing dataset, prediction and 
evaluating results. 

Firstly, data preprocessing was performed on the 
developed testing dataset by following steps: 
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• Concatenating labels (Generating preliminary 
sequence): The labels of sentences of each accident 
report were concatenated into a sequence for which 
the order of labels corresponds to the order of 
sentences. For example, an accident report contains 
the order of sentences corresponding to labels 
“Carpentry,” “Struck,” “Fracture,” “Fall”; the 
obtained sequence after concatenating is 
“Carpentry Struck Fracture Fall.” 

• Generating permutations: The preliminary 
sequence of each accident report obtained from the 
Concatenating labels step was used to produce all 
possible sequences. For example, the sequence 
“Carpentry Struck Fracture” can be generated as 
“Carpentry Struck Fracture,” “Carpentry Fracture 
Struck,” “Struck Carpentry Fracture,” “Struck 
Fracture Carpentry,” “Fracture Struck Carpentry” 
and “Fracture Carpentry Struck.” 

Figure 4 presents the workflow of the Action 
Sequence Prediction. The possible sequences got from 
the sequence permutation step were fed as input for the 
Action Sequencing Model. The output is the probability 
corresponding to each sequence. Eventually, Action 
sequence prediction was implemented by voting the 
permutation that had the highest probability. 

 
Figure 4. Workflow of the Action Sequence 
Prediction 

Lastly, to evaluate the results (predicted orders), we 

used two types of metrics: Sequence Accuracy (SA) and 
Pairwise Sequence Accuracy (PSA): 

• Sequence Accuracy (SA): It measures the 
percentage of actions sequence that is correctly 
predicted. 

• Pairwise Sequence Accuracy (PSA): this metric 
calculates the percentage of bigrams for which the 
relative order is predicted correctly. In other words, 
PSA is the ratio of the number of correct ordered 
word pairs and total possible word pairs. 

4 Results and Discussion 
This section presents the performance of the Action 

Sequencing Model. We developed two models, the first 
model is the baseline model without applying a 
smoothing technique, and the second model adopted a 
smoothing technique. 

Our evaluation was based on sequence prediction on 
the testing set, and Table 2 shows the excellent 
performances. To begin with, the baseline model has a 
sequence accuracy of 74.68%, which is not too 
remarkable but sufficient for a successful action 
sequencing task. Besides, the pairwise sequence accuracy 
shows the ideal value of 80.83%. The second model with 
smoothing technique has over 10% higher than the 
baseline model in sequence accuracy with 84.81%. In 
terms of pairwise sequence accuracy, its metric is 89.12% 
indicating a robust value compared to the baseline model. 

Table 2. Performance results of the Probabilistic 
Language Model 

Performance 
Metrics 

Modeling 
without 

Smoothing 
Technique 

Modeling with 
Smoothing 
Technique 

SA (%) 74.68 84.81 
PSA (%) 80.83 89.12 

Overall, these evaluations demonstrate that the 
Probabilistic Language Model is robust for developing 
the Action Sequencing Model and the application of the 
smoothing technique resulting in better performance 
metrics. A number of incorrect predictions are primarily 
due to long, complicated sequences, which made the 
model confusing. This error source can be observed 
through the difference between PSA and SA, where 
models performed well for judging the order of sequence 
pairs but operated poorer on the whole sequence. For 
example, the actual sequence of an accident report is 
“Roofing Fall Fall Struck Crush Fatality”; however, the 
prediction is “Roofing Fall Struck Fall Crush Fatality.” It 
is easy to see that there are three correct pairwise 
sequences, including “Roofing Fall,” “Fall Struck,” and 
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“Crush Fatality” out of 5 pairwise sequences. This error 
is able to be mitigated by expanding the dataset and 
applying more types of N-grams instead of bigram. 

5 Conclusion 
Construction accident reports are valuable 

documentation data, and analyzing them may give 
critical knowledge of prior occurrences to prevent 
unanticipated recurrence catastrophes. This study 
presents a framework that adopts a Probabilistic 
Language Model to sequence actions taken by workers 
that depict the construction scene at the time of accident 
from unstructured accident narrative reports. The Action 
Sequencing Model can deal with the problem of 
complicated sentences and unstructured text without any 
effort of reordering actions and sentences. This study 
produced excellent results with the highest sequence 
accuracy and pairwise sequence accuracy of 84.81 % and 
89.12%, respectively, which illustrate the good 
performance for both judging the order of sequence 
action pair and the whole sequence actions of each record. 

This research provides threefold contributions to the 
body of knowledge. To begin with, a reliable automated 
model was developed that can exploit various action 
relationship information from construction accident 
records. Secondly, a dataset was built and potentially 
used for further research in construction safety interest. 
Lastly, a sequence action database was formed in the 
final result that can explain the relationship between 
workers’ actions at the time of accidents. This database 
can be adopted in the Sequence Mining task to provide a 
probabilistic forecast of likely next actions for a given 
action or sequence of actions. In terms of Industry 
implications, construction organizations can employ this 
automated model to analyze the sequence of action 
information in accident reports that generate consistent 
results and save time and resources. This information is 
used to establish safety management systems to actively 
forecast and prevent accidents on construction sites. 

The results of this research were encouraging; 
however, some aspects can be further optimized in the 
future. A dataset size used in training is small; thus, 
expanding in size is needed to generalize the result. In 
addition, the use of trigram or more longer grams instead 
of bigram can potentially achieve better performance. 
Finally, this study introduced a simple probabilistic 
language model. The state-of-the-art machine learning 
algorithms might be incorporated into the probabilistic 
language model resulting in a hybrid model. The neural 
probabilistic language model would be a desirable 
objective for the action sequencing task. 
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